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Chapter 1

Introduction

1.1 Artificial intelligence

Archaeologists have found evidence that our ancestors started employing tools to manipulate their environment as early
as 2.6 million years ago. Hammers allowed them to open nuts, spears to hunt and fire to process food more efficiently.
The most expedient tool wielders increased their fitness and secured an evolutionary advantage over their less sapient
counterparts. As we and our brains evolved, so did these tools, into what is most likely in your pocked or in front of you
right now: the microchip. Where early implements such as hammers and spears were better substitutes for our hands and
arms, computers are increasingly shown to be better substitutes for our brains and have proven themselves indispensable
in landmark intellectual achievements such as the moon landing or the large hadron collider.

Early computers were particularly good at cognitive tasks humans were particularly bad at, like adding large num-
bers and storing data consistently, but failed miserably at tasks humans ostensibly perform effortlessly, such as pro-
cessing visual or auditorial stimuli (often tasks that require approximation algorithms to be solved in reasonable time,
known as NP-hard problems). This phenomenon was first verbalized by Hans Moravec [189] and became known as the
Moravec paradox. The scientific field of Artificial Intelligence is dedicated to the creation of computer programs that turn
Moravec’s paradox around and make systems that perform speech and language processing, vision and reasoning tasks at
(super)human level.

As one of the few scientific fields to have an official birthday, AI traces its Dies Natalis to the Dartmouth conference
of August 1956. Most participants there were young pioneers in the field at the time. At this event it was conjectured that
artificial general intelligence (AGI), a system performing on par to humans in all aspects of cognition, would be possible
in no more than a few decades after the conference took place, which proved to be a gross underestimate. This type of
optimism and failure to deliver characterized the life cycle of the field and led to several ‘AI summers’ and ‘AI winters’
where audacious claims spurred by brief progress were followed by cuts in funding when projects failed to live up to
expectations.

Throughout its development as a scientific discipline, AI saw a strong divide between the connectionist camp that
borrowed techniques from cognitive neuroscience, statistics and theoretical physics and the symbolic camp, that relied on
rule based systems with foundations in formal logic. Most early success in AI was achieved by the latter, in particular in
the form of expert systems: software that can reason about a large preprogrammed knowledge base using deterministic
rules. These systems were applied successfully to diagnose disease or errors in machines, planning and monitoring. Other
narrow and deterministic fields such as games also proved particularly accommodating to symbolic AI, most notably the
watershed victory of Deep Blue, a chess computer, over world champion Gary Kasparov on 10 February 1996.

At the core of logic based systems were algorithms that sought out steps towards an optimal solution. Before the
theory of computational complexity was mature enough, it was falsely assumed that for larger problems, the same proce-
dures could just be followed, only with better hardware [221] and Go, a board game with far more possible moves than
chess at each point in the game, would be solved in a similar fashion. Additionally, writing programs based on logic and
rules for less clear-cut tasks, such as speech and vision proved to be more difficult then initially anticipated and developed
systems were brittle and broke down completely when presented with input not accounted for during the development of
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CHAPTER 1. INTRODUCTION

the algorithm.

By the mid 1990s, the limitations of symbolic AI became increasingly clear and nature inspired algorithms such as
neural networks and evolutionary computation took center stage. These models rely less on preprogrammed rules based
on knowledge of experts and instead use techniques from mathematical statistics and computational neuroscience to
learn about a problem based on examples and to come up with an approximate solution that fits these examples as well as
possible. Although neural networks, models inspired by how the brain processes information, were an important branch,
numerous algorithms with varying degrees of biological plausibly have been proposed. Nevertheless, given the analogy
to human learning, the field became known as machine learning.

1.1.1 Machine learning

Machine learning (ML) algorithms are used to perform tasks that we do not know how to program or are difficult to pro-
gram, by providing a predefined model of the task with training data. This model has some input, output and is equipped
with dials that can be tuned to predict the output of an input for every sample in a ‘training set’ as well as possible, a type
of learning referred to as supervised learning. When the output is an instance of a predefined set of classes, the task is
referred to as a classification problem, if the output is continuous, it is known as a regression problem. When no correct
output is provided the process is called unsupervised learning, which is often used for finding structure in training data,
such as groups that have some common traits.

Machine learning algorithms are already used in abundance, even though most people will not notice them: Google
learns from results you and other users click on, Amazon, Netflix and Yelp will learn about your preferences, your bank
and credit card company have fraud detection algorithms in place and your phone, smart watch and fitness trackers are
full of methods that detect your activity, predict your directions and many more behavioral traits [65]. More conspicuous
areas, mostly due to mistakes these systems make, are still speech recognition and synthesis, machine translation and
computer vision applications such as face recognition, object recognition and self-driving vehicles.

The amount of tunable dials in the model- the number of parameters, is often related to the size of an example in the
training data. When learning tasks such as fraud detection, an example can be a list of properties of a person. For more
complex problems such as vision and speech recognition, one example is typically an image or audio signal. If the raw
signal is given to the model without further preprocessing, a large amount of parameters are needed, which makes the
problem difficult to learn and requires massive amounts of annotated data to make reasonable estimates of good values
for these parameters. Consequently, traditional machine learning systems operating on sound or image signals typically
relied on features: elements of the signal engineers or domain experts think are most descriptive for the classification
problem, yet ignore all unnecessary factors. When doing face recognition, one can think of features such as shape of the
eyes, mouth and nose. For medical problems doctors or other experts are often consulted. Examples of features used for
tumor detection are the shape of a potential lesion, the contrast to its surroundings and textural properties. By far, most
of the engineering in feature based systems is spent on developing these summarizations of the signal.

Feature extraction provides a platform to instill task-specific, a-priori knowledge that can be difficult to learn from
data, but also causes a large bias towards how we humans think the task is performed, which may not be the optimal
strategy. Firstly, because how we solve the task may simply not be optimal. Evolution gets stuck in local optima: land
animals do not have wheels, even though these are currently the most efficient way to propel ourselves. Secondly, de-
veloping features by introspection: thinking how we think the task is performed in our brain, is difficult. Studies show
characteristics such as attractiveness of a face are determined in a fraction of a second [288], yet if you ask a person, few
if any will be able to provide an exhaustive list of what type of features they used to base their judgment on.

Since the inception of AI as a scientific discipline, research has seen a shift from rule-based, problem specific solu-
tions to increasingly generic, problem agnostic methods that rely on training data. For many image and speech analysis
tasks, more generic features started to emerge in the 2000s, such as Mel-frequency cepstral coefficients (MFCC)s [177]
for audio and histograms of gradients such as SIFT [179] for images. Representation learning takes this idea one step
further: engineers define a functional form with some parameters of a ‘feature extractor’ and the optimal parameters are
learned based on data that best summarize the signal, by looking at dominant sources of variation in the data, typically
ignoring the labels initially.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Illustration of the development of AI and machine learning based systems. Early systems (GOFAI = good old
fashioned AI) relied largely on engineers and many handcrafted rules to make them work, while contemporary systems
rely on large amounts of data and less on domain experts.

Although representation learning had some success, a problem with this approach is that the dominant sources of
variation may not correspond to parts of the data that are useful to predict the output as well as possible. For example,
when doing face detection, the intensity of images can vary a lot between photos, but is not relevant to identify the person.
Deep learning [12, 10, 229, 163] is the latest and some would argue final stage in the shift towards generic AI systems
and describes models learned end-to-end from data. Figure 1.1 provides a schematic overview of the AI timeline.

1.1.2 Deep learning

Since 2010, machine learning went through a Cambrian explosion with the introduction of methods to train deep neural
networks: statistical models stacked in such a way that it (almost magically) allows them to crack problems which half
a decade ago seemed insurmountably complex. The idea is not new and work has been done since the late seventies
[90, 162]. Compounded by a lack of large curated datasets, computational power and efficient training methods, early
‘deep’ machine learning algorithms failed to live up to the inventor’s expectations. In 2006, however, two papers [119, 11]
emerged that showed deep networks can be trained by stacking models and training these individually, without labels.
The resulting system was then fine tuned in its entirety using the labels in the dataset. Currently, the most efficient models
are trained end-to end, without complicated stage-wise training procedures.

A major catalyst behind the success of deep neural networks was the availability of large datasets such as ImageNet
[56], an enormous database of nearly 15 million manually labeled natural images, organized into synonym sets (classes
of objects or other elements in the image) each consistent of about 1000 images. These datasets provided the copious
parameters in the models with enough examples to make reasonable estimates of their optimal value. Until 2012, feature
based systems were used and error rates of around 30 percent were claiming top positions. When the first deep learning
based method was introduced in 2012, the error rate dropped to 4% in a matter of three years.

Although at the moment, large datasets are necessary for good performance, their size imposes an additional burden
on the hardware required to train the models. Traditionally, neural networks were trained by adjusting the parameters
that best - on average - predict the training set. ImageNet or other comparably large datasets, do not fit in the memory
of the typical desktop computer and commodity hardware is not powerful enough to perform training in reasonable time.
Instead, the parameters are fit by taking small subsets of the data and processing these batches repeatedly on a graphical
processing unit (GPUs), a type of processor specialized in parallel computation that were originally designed for gaming.
Currently, specialized hardware such as Google’s tensor processing unit (TPU) is being developed and used.

Deep learning algorithms have already well penetrated into products and major tech companies like Google, Face-
book, Microsoft and Baidu are assigning billion dollar R&D budgets to the development and deployment of these meth-
ods. Even companies that do not have software or AI as their main focus like Uber, Amazon, Twitter, Netflix, AirBnB,
etc. are following suit and investing heavily. Due to the current supply-demand ratio, companies are paying hefty premi-
ums for top experts in the field and six or even seven figure salaries are not unheard of. Although academic institutions
are grudgingly seeing their scientist leave in favor of industry, funding from industry is currently abundant and efficient
collaborations between academia and industry are starting to emerge. The deep learning hype launched us into an AI
summer that is hotter than ever.
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Figure 1.2: Humans are poor at observing quantitative information, both in intensity (a) and shape (b).
(a) Adelson’s checker shadow illusion (b) Muller Lyer illusion.

1.2 AI in medicine

Just like our ancestors developed tools to crack open nuts or hunt animals to increase their fitness and chances of survival,
so can we employ our contemporary tools to perform tasks that increase our life expectancy. In that spirit, medicine
has been receiving a lot of attention from engineers, initially in the form of hardware such as imaging techniques, but
recently also in form of software and machine learning based systems. Computers are consistent, not subject to fatigue
and have the potential to learn from immense amounts of data, far more than any medical expert will experience in her or
his lifetime.

Additionally, there are currently several limitations to humans that computers do not suffer from. Our visual faculties
have been shaped by millions or years of evolution, which made them relatively efficient for processing the world around
us. For most of the time however, this did not involve reading medical images and finding potential abnormalities and
therefore, knowing the exact wavelength of our input data was not important: a tiger is dangerous during both sunset and
at noon. To a lesser extent the same principles apply to observing size and shape. Objects are often evaluated based on
the scene around it, something designers of mad houses make eager use of to fool us. This poor quantitative vision is best
illustrated by the two famous examples in figure 1.2.

More so than vision, computers can and already are outperforming humans in reasoning tasks. As early as 1976 [29],
the MYCIN system [238], an expert system used to classify gut bacteria, outperformed human diagnostics. Daniel Kah-
nemann and colleagues [272] identified numerous cognitive biases and show where humans make suboptimal choices.
These had a particular application in economics, but are also important in medicine. An example of such a bias is that
humans consistently overestimate the likelihood of rare diseases [53, 17, 22], causing overdiagnosis, resulting in unnec-
essary stress for patients and economic burden for clinics.

These shortcomings in human cognitive capacities can have even more serious consequences than overdiagnosis.
Human error in medicine has recently been identified as the third leading cause of death in the US 1 [181]. However,
it also provides great opportunities for computer scientists and AI specialists to improve medical care. Computer aided
diagnosis (CAD) [99, 64, 63, 277] is a field dedicated to the development of AI systems to support and ultimately replace
diagnostic tasks of medical experts. Although CAD could in principle be applied to any type of medical data, at the
moment it is still mostly synonymous with the automatic interpretation of medical images. Two types of CAD are some-
times distinguished: computer aided detection (CADe) and computer aided diagnosis (CADx). In the first setting, the
computer simply pinpoints an abnormality and in the second setting the computer is used for interpretation. From a ma-
chine learning perspective, however, these are equivalent and I will simply use CAD throughout this thesis to refer to both.

With increasing life span, cancer has become a major health problem and is now the leading cause of death in the US
[242]. After lung cancer, prostate cancer and breast cancer are the most lethal cancers for men and women, respectively.
Since efforts to effectively stop humans from aging are still in their infancy, working on techniques to prevent and cure
these diseases is an excellent path towards increasing our fitness and life expectancy.

1http://www.forbes.com/sites/leahbinder/2013/09/23/stunning-news-on-preventable-deaths-in-hospitals/
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1.3 Breast cancer
Cancer is an umbrella term for a myriad of diseases related to uncontrolled cell growth. Colloquially, the terms tumor
and cancer are often used interchangeably. However, not all cancers cause tumors and not all tumors are cancer; a tumor
refers to a mass of cells, which can be benign or malignant. The main types of cancer are carcinoma, sarcoma, melanoma,
lymphoma and leukemia, classified by their tissue of origin. The vast majority of cancers are carcinoma, originating from
epithelial tissue. Two types of genes are commonly held responsible for the formation of cancer: (1) oncogenes and (2)
tumor suppressor genes. Oncogenes, when functioning normally, cause cells to grow and divide. When mutations occur
and they malfunction, cell growth is out of control. Tumor suppressor genes on the other hand can slow down cell division
and control when cells should die (apoptosis). Mutations on any of these genes can significantly increase an individual’s
risk to develop cancer.

As mentioned above, breast cancer is one of the most common cancers. It is estimated that in 2017 in the US, around
250000 women will be diagnosed with invasive breast cancer and another 60000 with an early stage or non-invasive
variant [242]. Breast cancer is currently the most prevalent cancer among women in the US, accounting for 29% of new
cancer diagnosis and is responsible for 14% of all cancer deaths, making it also the second most lethal cancer in the
female population. One in eight women will develop invasive breast cancer somewhere in their lifetime [242]. Research
on breast cancer has made significant advances in the past decades, with five year survival rates in the US now up to 90%
over the period 2003-2009 [58, 222]. In spite of this, it remains one of the most lethal cancers in absolute numbers with
an estimated 40000 deaths annually in the US [242], 11000 in the UK and about 3000 in the Netherlands.

Breast cancer types

Most breast cancers are carcinoma, meaning they originate from epithelial tissue and form in parts of the breast comprised
of lobules and ducts, responsible for milk production. An illustration is provided in figure 1.3. These carcinoma are again
split up into four types, depending on their place of origin and stage of proliferation.

• Invasive Ductal Carcinoma (IDC): An invasive or infiltrating cancer originating from the milk ducts. This is the
most common form of breast cancer accounting for roughly 85% of all cases.

• Invasive Lobular Carcinoma (ILC): Originates from milk producing glands (lobules) and accounts for about 15%
of invasive cancers. It is often harder to spot on images such as mammograms.

• Ductal carcinoma in situ (DCIS): DCIS comes in low, medium and high grade. The current way of working is
to remove them all because of a substantial risk of evolving into high risk invasive tumors. Confronted with this
diagnosis most women do not take any chances and have it removed. However this is partly caused by the name
carcinoma, and a considerable number of medium and low grade DCIS would never have been diagnosed without
screening. Some people call this overdiagnsosis and is often brought up as the downside of screening.

• Lobular Carcinoma In Situ (LCIS): A rare form of in situ breast cancer occurring in the lobules. It is generally
not considered malignant or a pre-cursor to a malignant tumor, but has been associated with an increased risk of
developing a malignant mass, meaning closer surveillance but no treatment as such.

If untreated, breast cancer can spread to the rest of the body through the lymphatic system and can be lethal. When a
patient or doctor suspects there is an anomaly, images are often recorded.

1.3.1 Breast imaging
Imaging of the breast is currently done using either X-ray (mammography, tomosynthesis, CT), sound waves or radio
waves:

• Mammography Mammography involves exposing the breast to a small dose of ionizing radiation. The breast is
placed in a C ark between an X-ray source emitting radiation and a detector.

• Tomosynthesis Similar to mammography, or sometimes referred to as a type of mammography, tomosynthesis is
based on X-ray, but instead a series of X-rays is taken and a reconstruction is made that allows the reader to scroll
through the breast in slices and get a better view of structures that would otherwise be hidden. The dose of radiation
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Figure 1.3: Illustration of breast tissue (image taken from cancer.org)

is slightly higher though within the limits of safe radiation outlined by the FDA. Tomosynthesis has been shown,
depending on the vendor and the way of working, to be equal or improve the detection of breast cancer with fewer
false positives [248, 247].

• Breast CT Similar to mammography and tomosynthesis, breast CT is based on X-ray, but instead images are taken
from many different angles so as to create a full 3D reconstruction of the breast, where voxels have a quantitative
meaning. Breast CT still has limited application in the clinic.

• Breast Ultrasound (ABUS) Ultrasound devices use soundwaves to produce an image of the internal structure of
the breast. Ultrasound is typically used as a complementary modality to mammography to diagnose lumps that
were found suspicious on a mammogram. Ultrasound can not look as deep inside the breast as mammography can,
does not image the whole breast at once and can not see all indications (such as calcifications) that are visible on a
mammogram. It is therefore unsuitable for stand-alone imaging 2.

• Magnetic Resonance Imaging (MRI) MRI uses magnetic fields and radiowaves to generate images of internal
structure. Similar to ABUS, calcifications in the breast are typically not visible in MRI. It is often used as comple-
mentary to a mammogram for women in high risk populations. The sensitivity of readers is substantially higher,
but MRI is also substantially more expensive than mammography 3 and in general with a lower specificity.

Since mammography is the subject of this thesis, I will go into slightly more detail about the process.

1.3.2 Mammography
Mammography is the oldest and still most common breast imaging technique. Mammograms, as the resulting recordings
are called, are taken using dedicated X-ray machines. The breast is flattened between two plates and compressed. The
compression spreads tissue, making it easier to find tumors and decreases the amount of exposure needed, though is often
experienced as painful by patients. Initially, images were recored using an analogue system, known as screen film mam-
mography (SFM) that printed an image onto a large sheet of film. Currently, digital mammography (DM), also sometimes
referred to as full field digital mammography (FFDM) is most commonly used. DM has been shown to be at least as good
as SFM, but has several other advantages. Since images are already in a digital form, they are easily stored and trans-
mitted to other institutions and computer systems have access to raw values in the image, meaning less loss of information.

2https://www.radiologyinfo.org/en/info.cfm?pg=breastus
3https://www.radiologyinfo.org/en/info.cfm?pg=breastmr
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Figure 1.4: Example of a mammographic exam with an obvious mass. The left two images are the MLO views and right
two images the CC views.

As mentioned above, the amount of radiation that is absorbed by the detector depends on the attenuation properties
of the tissue it passes through. If an x-ray photon initially has energy I0 and passes through tissue with attenuation
coefficient µ and height h, the resulting energy follows Beers law:

I = I0 exp{−hµ} (1.1)

The resulting energy in digital mammograms is usually stored in 12 or 14 bits and is typically inverted such that white
corresponds to structures with high attenuation and vice versa. Because the pixel value is effectively a summation (after
a log transform) the mapping is surjective: many different 3D structures can result in the same image, making potential
malignancies difficult to see. Consequently, two images are typically recorded the craniocaudal (CC) and mediolateral
oblique (MLO) views. The MLO view often has a large portion of the pectoral muscle in the image, which is also visible,
when possible on the CC. Figure 1.4 shows an example of the four typical images obtained in an exam with a malignant
mass in the right/left breast.

Mammography is used in both a diagnostic and screening setting. In the first case, for women who have symptoms
such as a palpable lump or who have been referred from a screening and in the second setting for women at risk of
developing breast cancer.

1.3.3 Breast cancer screening
Breast cancer screening in the form of annual or biennial breast X-rays is being performed to detect cancer at an early
stage. In most western countries this has been implemented since the early 21st century. In the Netherlands screening
started as early as 1988 4. Currently, 40 million mammograms are read in the US, roughly 2 million in the UK and 1
million in the Netherlands, on a yearly basis. Screening has been shown to significantly reduce breast cancer mortality
by up to 40% [262, 27, 222] and early detection also allows for a greater range of less invasive treatments. A downside
of this type of imaging is that the radiation fed through the tissue increases the risk of developing cancer. However, the
benefits of screening have been shown to outweigh the risk with benefit-to-risk ratios ranging from 8:1 to 20:1 [130].

Unfortunately, cancers are occasionally missed during screening. Some are undetectable and simply not visible on
the mammogram due to factors such as high breast density [37] or occlusion, but about 20% to 30% of tumors are missed
in screening [290, 75] that were visible in hindsight. Evans et al. [76] showed that mammographers are more likely to
miss tumors if they are in a low incidence setting, such as a screening, going from 30% false negatives to 12% when the
same tumors are present in an equal incidence setting, indicating that drops in performance may be partially responsible
for missed malignancies. Additionally, unnecessary referrals have been held responsible for overdiagnosis [20, 254]. For
instance, Bleyer et al. [20] estimated that 1.3 million women or about 30% of all screened women in the US, were over-
diagnosed in the past 30 years and received treatment for cancer that would never have led to clinical symptoms. Luckily,

4http://www.rivm.nl/Onderwerpen/M/Medische_Stralingstoepassingen/Trends_en_stand_van_zaken/
Diagnostiek/Extramurale_radiologie/Mammografie_screening
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other studies find much lower numbers [295] with rates as low as 10% for the ages 55-69, but still indicate potential for
improvement.

The screening protocol varies widely per country and organization. In the Netherlands, UK and many other European
countries, women are invited for screening from the age of 50, in the US and east Asia this is 40. Women in high risk
populations like BRCA1 and BRCA2 carriers, are typically screened from a much younger age and receive additional
imaging such as an MRI. In the Netherlands, from 1000 women, about 25 are referred for a second exam, typically called
a recall. From those 25 women, about 18 turn out not to have cancer, meaning that 7 out of 1000 screened women actually
have cancer. In the first screening round, this number is higher 5.

Similar to the screening protocol, the way in which images are read also varies widely per country. In some countries
like the Netherlands, independent double reading is being performed: each image is read by two radiologists, who only
communicate about the case if there is a disagreement in their label. In some countries or institutions, the images are read
by a single radiologist or a trained nurse. To standardize interpretation of mammograms, the Breast Imaging Reporting
and Database System (BI-RADS) system has been introduced. It includes 6 standardized categories, each with their
associated follow-up plan.

1.3.4 Signs of breast cancer in mammography
The main signs of malignancy on mammography are:

• Masses or soft tissue lesions Malignant masses are the most common sign of breast cancer on mammography.
The size and shape varies, but they are often characterized by high density and a contracting, spiculation pattern
originating from its center.

• Calcifications Calcifications look like small white flecks and can indicate the presence of an early stage cancer or
serve as an additional cue for the interpretation of a potentially invasive mass. Calcifications are often associated
with DCIS and can therefore serve as a precursor for tumor.

• Architectural distortion Identified as the third most common sign of malignant breast cancer [95]. They often
display a contracting pattern similar to masses, but without a clear density in their center.

• Asymmetry An asymmetry refers to a potentially malignant density that is not characterized as a mass or architec-
tural distortion. Global asymmetries have been associated with an increased risk of developing cancer [232].

• Lymph node Lymph nodes are part of normal tissue, but can be confused with tumor. Enlarged lymph nodes in
the center of the breast can indicate the spread of a malignant cancer and are particularly suspicious in combination
with another site that resembles as mass or calcifications.

Some of the most common benign abnormalities are:

• Cysts Cysts are small fluid filled sacks and are common. It is estimated that 7% of women in the western world
will develop palpable breast cysts in their lifetime. Even though cysts have been correlated with risk of developing
breast cancer [62], many of them are benign and do not require follow-up. On mammography, benign cysts and
solid lesion can be difficult to discriminate and consequently, many women are being recalled unnecessarily for a
second diagnostic exam or core needle biopsy. Literature suggest 20% [72] to 37% [240] of recalls can be attributed
to benign solitary cysts.

• Radial scar A radial scar is a form of sclerosing duct hyperplasia and can cause an architectural distortion. Radial
scars may indicate a disturbance in the breast tissue and more specifically between the stromal (supportive) and
functional elements (lobules, ducts, etc), that can lead to the formation of scar tissue, or possibly to cancer. 6

• Fibroadeanoma Fibroadenomas are benign tumors made up of both glandular breast tissue and stromal (con-
nective) tissue. The are most common in young women in their 20s and 30s. A woman can have one or many

5http://www.rivm.nl/Onderwerpen/B/Bevolkingsonderzoek_borstkanker/Veelgestelde_vragen/Uitslag_en_
vervolgonderzoek

6http://breast-cancer.ca/radscrs/
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fibroadenomas. Women with fibroadenomas have an increased risk of breast cancer – about 1 to 2 times the risk of
women with no breast changes. Fibroadenomas are the most common kind of breast mass in young women.7

• Breast Arterial Calcifications (BACs) Arterial calcifications have been associated with cardiovascular disease
[286], but can be confused with cancerous calcifications. Since BACs grow inside arteries, they typically exhibit a
(curved) linear structure, contrary to malignant calcifications that have a more scattered pattern.

1.4 Computer aided diagnosis
CAD is being developed for a variety of pathologies and modalities but mammography has thus far been on the forefront
of this development stemming from the early nineties [213, 182, 71, 197, 6]. In June 1998, the first CAD system for
mammograms developed by R2 Technology Inc. was approved by the US Food and Drug Administration (FDA). In the
US in 2010 about to 70% of all screening studies in hospital facilities and 85% in private institutions [213] employ CAD
as an additional reader. Recent estimates indicate that 90% of mammograms in the US are read by CAD. Unfortunately,
performance has mostly stagnated in the past decade. Methods are mostly being developed on small datasets [192, 298]
which are not always shared and algorithms are difficult to compare [71].

As mentioned above, breast cancer has two main manifestations in mammography, firstly the presence of malignant
soft tissue or masses and secondly the presence of microcalcifications [42]. Different systems are currently being de-
veloped for masses and calcifications, although given recent developments in machine learning, this may soon change.
Microcalcifications are often small and can easily be missed by oversight. Some studies suggest CAD for microcalcifica-
tions is highly effective in reducing oversight [182] with acceptable numbers of false positives.

Unfortunately, the merit of CAD for masses is less clear. Research suggests human errors do not stem from oversight
but rather misinterpretation [182] and some studies show no increase in sensitivity or specificity with CAD [264] for
masses or even a decreased specificity without an improvement in detection rate or characterization of invasive cancers
[79, 164]. Luckily, other studies show far more positive results suggesting an increase in detection rate of early stage
malignant tumors [85] and an increase in sensitivity from 64% to 95% compared to independent double reading [249].
A potential limitation of these studies is that ‘CAD’ is often seen as a single entity and referred to as such. There is a
large variety in the performance of different CAD systems and essentially any algorithm that gives some output for a
medical image can be seen as CAD. The actual algorithm used in these studies is the most important factor, but typically
not treated as such. In spite of these severe limitations, these studies are often cited and negatively affect the image of the
general concept of CAD.

1.4.1 Applications of mammography CAD
Currently, CAD for mammography is used or proposed in roughly three different settings:

1. CAD prompts This is the setting in which CAD is originally proposed and the most common setting to this day.
Readers of images are presented with CAD markers at suspicious locations for masses, calcifications or both. These
systems are aimed at preventing false negatives due to oversight. Several variants are possible. Some systems show
only markers, some show bounding boxes and some segmentations of potential malignancies. The way in which
the information is presented may again influence the joint performance of the reader and the system.

2. Interactive decision support In this setting, instead of providing the reader with all findings above a certain
threshold, images can be queried. These systems aim to support decision making, rather than prevent oversight
errors [140, 226, 127].

3. Independent second reader CAD for mammography has also been proposed as an independent second reader
or third reader [126]. Possible applications are to (1) select a small set of mammograms that received a high
likelihood of malignancy by the CAD system but were not referred by the regular reading process and present
these to an additional reader, or (2) use a system with high sensitivity as a pre-screening or filter and remove all
mammograms that are obviously normal.

7http://www.cancer.org/healthy/findcancerearly/womenshealth/non-cancerousbreastconditions/
non-cancerous-breast-conditions-fibroadenomas
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In the development of these systems, different aspects need to be taken into account. For instance, support systems may
need to be trained to be complementary and independent systems simply to outperform experienced readers, or operate
close to 100% sensitivity while maintaining the best possible specificity.

1.5 Outline of this thesis
The main objective of this thesis is to introduce improved and novel algorithms for the detection of breast cancer, in
particular soft-tissue lesions, in mammography. Given the success of deep learning in natural image analysis, all these
methods are based on deep neural networks to some extent. The ultimate aim is a system that outperforms expert humans
readers of mammograms and can operate independently.

The second chapter contains an introduction to deep learning in medical image analysis and relevant work on deep
learning in mammography and other breast imaging applications that was incorporated into a larger survey we worked
on. The third chapter presents a comparison between the CAD system that was under development in our lab and a plain
deep convolutional neural network (CNN), a type of deep neural network particularly suitable for image analysis. Chap-
ter 4 takes a brief sidestep from the deep learning track and presents a feature based system that was developed before
deep learning became popular. The system discriminates cysts from solid lesions in a diagnostic setting. A deep CNN
approach for the same problem is subsequently presented in chapter 5.

Chapter 6 presents methods that go beyond the standard patch-based approach of deep CNNs and add symmetrical
and temporal information. In chapter 7, a method is presented that integrates all these sources of information along
with findings output by a calcification detector. A summary of the entire thesis is provided in chapter 7. Every chapter
contains a discussion about the method presented and suggestions for future work on the particular problem. A more
general discussion on the implications of artificial intelligence in medicine and suggestions for future work is provided in
chapter 8.
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Chapter 2

Deep neural networks for medical image
analysis

Relevant sections from
A Survey on Deep Learning in Medical Image Analysis - Geert Litjens, Thijs Kooi, Babak Ehteshami Bejnordi, Arnaud
Arindra Adiyoso Setio, Francesco Ciompi, Mohsen Ghafoorian, Jeroen A.W.M. van der Laak, Bram van Ginneken, Clara
I. Sánchez - Medical Image Analysis, 2017.

Abstract
Deep learning algorithms, in particular convolutional networks, have rapidly become a methodology of choice for an-
alyzing medical images. This paper reviews the major deep learning concepts pertinent to medical image analysis and
summarizes over 300 contributions to the field, most of which appeared in the last year. We survey the use of deep learn-
ing for image classification, object detection, segmentation, registration, and other tasks and provide concise overviews
of studies per application area.
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2.1 Introduction

As soon as it was possible to scan and load medical images into a computer, researchers have built systems for automated
analysis. Initially, from the 1970s to the 1990s, medical image analysis was done with sequential application of low-level
pixel processing (edge and line detector filters, region growing) and mathematical modeling (fitting lines, circles and
ellipses) to construct compound rule-based systems that solved particular tasks. There is an analogy with expert systems
with many if-then-else statements that were popular in artificial intelligence in the same period. These expert systems
have been described as GOFAI (good old-fashioned artificial intelligence) [111] and were often brittle; similar to rule-
based image processing systems.

At the end of the 1990s, supervised techniques, where training data is used to develop a system, were becoming
increasingly popular in medical image analysis. Examples include active shape models (for segmentation), atlas methods
(where the atlases that are fit to new data form the training data), and the concept of feature extraction and use of statistical
classifiers (for computer-aided detection and diagnosis). This pattern recognition or machine learning approach is still
very popular and forms the basis of many successful commercially available medical image analysis systems. Thus, we
have seen a shift from systems that are completely designed by humans to systems that are trained by computers using
example data from which feature vectors are extracted. Computer algorithms determine the optimal decision boundary in
the high-dimensional feature space. A crucial step in the design of such systems is the extraction of discriminant features
from the images. This process is still done by human researchers and, as such, one speaks of systems with handcrafted
features.

A logical next step is to let computers learn the features that optimally represent the data for the problem at hand. This
concept lies at the basis of many deep learning algorithms: models (networks) composed of many layers that transform
input data (e.g. images) to outputs (e.g. disease present/absent) while learning increasingly higher level features. The
most successful type of models for image analysis to date are convolutional neural networks (CNNs). CNNs contain
many layers that transform their input with convolution filters of a small extent. Work on CNNs has been done since the
late seventies [90] and they were already applied to medical image analysis in 1995 by [176]. They saw their first suc-
cessful real-world application in LeNet [162] for hand-written digit recognition. Despite these initial successes, the use of
CNNs did not gather momentum until various new techniques were developed for efficiently training deep networks, and
advances were made in core computing systems. The watershed was the contribution of [156] to the ImageNet challenge
in December 2012. The proposed CNN, called AlexNet, won that competition by a large margin. In subsequent years,
further progress has been made using related but deeper architectures [220]. In computer vision, deep convolutional
networks have now become the technique of choice.

The medical image analysis community has taken notice of these pivotal developments. However, the transition from
systems that use handcrafted features to systems that learn features from the data has been gradual. Before the break-
through of AlexNet, many different techniques to learn features were popular. [10] provide a thorough review of these
techniques. They include principal component analysis, clustering of image patches, dictionary approaches, and many
more. [10] introduce CNNs that are trained end-to-end only at the end of their review in a section entitled Global training
of deep models. In this survey, we focus particularly on such deep models, and do not include the more traditional feature
learning approaches that have been applied to medical images. For a broader review on the application of deep learning
in health informatics we refer to [214], where medical image analysis is briefly touched upon.

Applications of deep learning to medical image analysis first started to appear at workshops and conferences, and
then in journals. The number of papers grew rapidly in 2015 and 2016. This is illustrated in Figure 2.1. The topic is now
dominant at major conferences and a first special issue appeared of IEEE Transaction on Medical Imaging in May 2016
[106].

2.1.1 Learning algorithms

Machine learning methods are generally divided into supervised and unsupervised learning algorithms, although there
are many nuances. In supervised learning, a model is presented with a dataset D = {x, y}Nn=1 of input features x and
label pairs y. This y can take several forms, depending on the learning task; in a classification setting y is generally a
scalar representing a class label, whereas it can be a vector of continuous variables in the case if regression. When one
tries to learn a segmentation model y can even be a multi-dimensional label image. Supervised training typically amounts
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Figure 2.1: Breakdown of the papers included in this survey in year of publication, task addressed, imaging modality, and
application area. The number of papers for 2017 has been extrapolated from the papers published in January.

to finding model parameters Θ that best predict the data based on a loss function L(y, ŷ). Here ŷ denotes the output of
the model obtained by feeding a data point x to the function f(x; Θ) that represents the model.

Unsupervised learning algorithms process data without labels and are trained to find patterns, such as latent subspaces.
Examples of traditional unsupervised learning algorithms are principal component analysis and clustering methods. Un-
supervised training can be performed under many different loss functions. One example is reconstruction loss L(x, x̂)
where the model has to learn to reconstruct its input, often through a lower-dimensional or noisy representation.

2.1.2 Neural Networks
Neural networks are a type of learning algorithm which forms the basis of most deep learning methods. A neural network
is comprised of neurons or units with some activation a and parameters Θ = {W,B}, whereW is a set of weights and B
a set of biases. The activation represents a linear combination of the input x to the neuron and the parameters, followed
by an element-wise non-linearity σ(·), referred to as a transfer function:

a = σ(wTx + b) (2.1)

Typical transfer functions for traditional neural networks are the sigmoid and hyperbolic tangent function. The multi-
layered perceptrons (MLP), the most well-known of the traditional neural networks, have several layers of these transfor-
mations:

f(x; Θ) = σ(WLσ(WL−1 . . . σ(W0x + b0) + bL−1) + bL) (2.2)

Here, Wn is a matrix comprising of rows wk, associated with activation k in the output. The symbol n indicates the
number of the current layer, where L is the final layer. Layers in between the input and output are often referred to as
’hidden’ layers. When a neural network contains multiple hidden layers it is typically considered a ’deep’ neural network,
hence the term ’deep learning’.

Often, the activations of the final layer of the network are mapped to a distribution over classes P (y|x; Θ) through a
softmax function:

P (y|x; Θ) = softmax(x; Θ) =
e(w

L
i )

T
x+bLi∑K

k=1 e
(wL

k )
T
x+bLk

(2.3)
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where wL
i indicates the weight vector leading to the output node associated with class i.

Maximum likelihood with stochastic gradient descent is currently the most popular method to fit parameters Θ to a
dataset D. In stochastic gradient descent a small subset of the data, a mini-batch, is used for each gradient update instead
of the full data set. Optimizing maximum likelihood in practice amounts to minimizing the negative log-likelihood:

arg min
Θ
−

N∑
n=1

log
[
P (yn|xn; Θ)

]
(2.4)

This results in the binary cross-entropy loss for two-class problems and the categorical cross-entropy for multi-class tasks.
A downside of this approach is that it typically does not optimize the quantity we are interested in directly, such as area
under the receiver-operating characteristic (ROC) curve or common evaluation measures for segmentation, such as the
Dice coefficient.

For a long time, deep neural networks (DNN) were considered hard to train efficiently. They only gained popularity
in 2006 [11, 115, 119] when it was shown that training DNNs layer-by-layer in an unsupervised manner (pre-training),
followed by supervised fine-tuning of the stacked network, could result in good performance. Two popular architectures
trained in such a way are stacked auto-encoders (SAEs) and deep belief networks (DBNs). However, these techniques
are rather complex and require a significant amount of engineering to generate satisfactory results.

Currently, the most popular models are trained end-to-end in a supervised fashion, greatly simplifying the train-
ing process. The most popular architectures are convolutional neural networks (CNNs) and recurrent neural networks
(RNNs). CNNs are currently most widely used in (medical) image analysis, although RNNs are gaining popularity. The
following sections will give a brief overview of each of these methods, starting with the most popular ones, and discusses
their differences and potential challenges when applied to medical problems.

2.1.3 Convolutional Neural Networks (CNNs)
There are two key differences between MLPs and CNNs. First, in CNNs weights in the network are shared in such a
way that the network performs convolution operations on images. This way, the model does not need to learn separate
detectors for the same object occurring at different positions in an image, making the network equivariant with respect
to translations of the input. It also drastically reduces the amount of parameters (i.e. the number of weights no longer
depends on the size of the input image) that need to be learned.

At each layer, the input image is convolved with a set of K kernels W = {W1,W2, . . . ,WK} and added biases
B = {b1, . . . , bK}, each generating a new feature map Xk. These features are subjected to an element-wise non-linear
transform σ(·) and the same process is repeated for every convolutional layer l:

Xl
k = σ

(
Wl−1

k ∗Xl−1 + bl−1
k

)
. (2.5)

The second key difference between CNNs and MLPs, is the typical incorporation of pooling layers in CNNs, where
pixel values of neighborhoods are aggregated using a permutation invariant function, typically the max or mean operation.
This can induce a certain amount of translation invariance and increase the receptive field of subsequent convolutional
layers. At the end of the convolutional stream of the network, fully-connected layers (i.e. regular neural network layers)
are usually added, where weights are no longer shared. Similar to MLPs, a distribution over classes is generated by
feeding the activations in the final layer through a softmax function and the network is trained using maximum likelihood.

2.1.4 Deep CNN Architectures
Given the prevalence of CNNs in medical image analysis, we elaborate on the most common architectures and architec-
tural differences among the widely used models.

General classification architectures

LeNet [162] and AlexNet [156], introduced over a decade later, were in essence very similar models. Both networks were
relatively shallow, consisting of two and five convolutional layers, respectively, and employed kernels with large receptive
fields in layers close to the input and smaller kernels closer to the output. AlexNet did incorporate rectified linear units
instead of the hyperbolic tangent as activation function, which are now the most common choice in CNNs.
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After 2012 the exploration of novel architectures took off, and in the last three years there is a preference for far
deeper models. By stacking smaller kernels, instead of using a single layer of kernels with a large receptive field, a
similar function can be represented with less parameters. These deeper architectures generally have a lower memory
footprint during inference, which enable their deployment on mobile computing devices such as smartphones. [246] were
among the first to explore much deeper networks, and employed small, fixed size kernels in each layer. A 19-layer model
often referred to as VGG19 or OxfordNet won the ImageNet challenge of 2014.

On top of the deeper networks, more complex building blocks have been introduced that improve the efficiency of the
training procedure and again reduce the amount of parameters. [260] introduced a 22-layer network named GoogLeNet,
also referred to as Inception, which made use of so-called inception blocks [167], a module that replaces the mapping
defined in Eq. (2.5) with a set of convolutions of different sizes. Similar to the stacking of small kernels, this allows
a similar function to be represented with less parameters. The ResNet architecture [112] won the ImageNet challenge
in 2015 and consisted of so-called ResNet-blocks. Rather than learning a function, the residual block only learns the
residual and is thereby pre-conditioned towards learning mappings in each layer that are close to the identity function.
This way, even deeper models can be trained effectively.

Since 2014, the performance on the ImageNet benchmark has saturated and it is difficult to assess whether the small
increases in performance can really be attributed to ’better’ and more sophisticated architectures. The advantage of
the lower memory footprint these models provide is typically not as important for medical applications. Consequently,
AlexNet or other simple models such as VGG are still popular for medical data, though recent landmark studies all use a
version of GoogleNet called Inception v3 [108, 74, 175]. Whether this is due to a superior architecture or simply because
the model is a default choice in popular software packages is again difficult to assess.

Multi-stream architectures

The default CNN architecture can easily accommodate multiple sources of information or representations of the input,
in the form of channels presented to the input layer. This idea can be taken further and channels can be merged at any
point in the network. Under the intuition that different tasks require different ways of fusion, multi-stream architectures
are being explored. These models, also referred to as dual pathway architectures [136], have two main applications at the
time of writing: (1) multi-scale image analysis and (2) 2.5D classification; both relevant for medical image processing
tasks.

For the detection of abnormalities, context is often an important cue. The most straightforward way to increase
context is to feed larger patches to the network, but this can significantly increase the amount of parameters and memory
requirements of a network. Consequently, architectures have been investigated where context is added in a down-scaled
representation in addition to high-resolution local information. To the best of our knowledge, the multi-stream multi-scale
architecture was first explored by [77], who used it for segmentation in natural images. Several medical applications have
also successfully used this concept [136, 186, 251, 289].

As so much methodology is still developed on natural images, one of the challenges of applying deep learning tech-
niques to the medical domain often lies in adapting existing architectures to, for instance, different input formats such
as three-dimensional data. In early applications of CNNs to such volumetric data, full 3D convolutions and the resulting
large amount of parameters were circumvented by dividing the Volume of Interest (VOI) into slices which are fed as
different streams to a network. [207] were the first to use this approach for knee cartilage segmentation. Similarly, the
network can be fed with multiple angled patches from the 3D-space in a multi-stream fashion, which has been applied by
various authors in the context of medical imaging [218, 233]. These approaches are also referred to as 2.5D classification.

Segmentation Architectures

Segmentation is a common task in both natural and medical image analysis and to tackle this, CNNs can simply be
used to classify each pixel in the image individually, by presenting it with patches extracted around the particular pixel. A
drawback of this naive ’sliding-window’ approach is that input patches from neighboring pixels have huge overlap and the
same convolutions are computed many times. Fortunately, the convolution and dot product are both linear operators and
thus inner products can be written as convolutions and vice versa. By rewriting the fully connected layers as convolutions,
the CNN can take input images larger than it was trained on and produce a likelihood map, rather than an output for a
single pixel. The resulting ’fully convolutional network’ (fCNN) can then be applied to an entire input image or volume
in an efficient fashion.

However, because of pooling layers, this may result in output with a far lower resolution than the input. ’Shift-and-
stitch’ [178] is one of several methods proposed to prevent this decrease in resolution. The fCNN is applied to shifted
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Figure 2.2: Illustration of the cascaded approach. The work in this thesis generally has two iterations, a candidate
detection phase and a classification phase.

versions of the input image. By stitching the result together, one obtains a full resolution version of the final output,
minus the pixels lost due to the ’valid’ convolutions.

[217] took the idea of the fCNN one step further and proposed the U-net architecture, comprising a ’regular’ fCNN
followed by an upsampling part where ’up’-convolutions are used to increase the image size, coined contractive and
expansive paths. Although this is not the first paper to introduce learned upsampling paths in convolutional neural
networks (e.g. [178]), the authors combined it with so called skip-connections to directly connect opposing contracting
and expanding convolutional layers. A similar approach was used by [44] for 3D data. [184] proposed an extension
to the U-Net layout that incorporates ResNet-like residual blocks and a Dice loss layer, rather than the conventional
cross-entropy, that directly minimizes this commonly used segmentation error measure.

Deep structured architectures

A competing alternative to the U-Net like architecture is the addition of a layer on top of the posteriors output by a CNN,
that models interaction between pixels or objects in an image. Markov Random Fields (MRF) are often used to finetune
segmentations by taking correlations between neighboring structures into account. Interest in MRFs and in particular
Conditional Random Fields (CRF) was recently reinvigorated when several groups proposed methods to jointly train
deep CNNs and CRFs [40, 230, 299, 166]. Rather than fitting a posterior distribution P (y|x; Θ) over a single pixel or
region of interest, they learn a joint distribution over a set of random variables y1, y2, . . . , yK :

P (y1, y2, . . . , yK |x1,x2, . . . ,xK ; Θ) (2.6)

This type of architecture currently claims best segmentation performance for the PASCAL VOC 2012 and NYUDv2
segmentation benchmarks in natural images [166]. Several medical applications are now incorporating a CRF to refine
CNN segmentations [93, 136, 211].

Cascade architectures

Class imbalance is often a far more important hurdle in medical data than it is in natural images. Most diseases are rare
and if they are present, they can be in the form of small abnormalities in large images. Discriminative models, including
DNNs fare poorly, unless adjusted for class imbalance. Additionally, many ’normal’ samples may convey negligible class
discriminative information and therefore including them during training only slows down the learning process. Cascaded
architectures are employed to tackle these issues. Many traditional systems before the deep learning revolution, in par-
ticular in CAD, used two stage pipelines. A first stage candidate detector is used to weed out an initial set of irrelevant
locations, features were then computed from the relevant sites and subjected to a second classification stage.

This concept can be taken a step further by simply adding an iterative layer around the learning algorithm (and perform
N stages instead of 2) that classifies the training set at each iteration. The set is resampled or weighted and the model
is retrained. This strategy is referred to as selective sampling or hard-negative mining in the object detection community
and has seen successful application to medical data [47, 279, 190]. The idea is related to boosting algorithms such as
AdaBoost [86], in which case multiple models are averaged, each one trained on a weighted portion of the dataset that
was found difficult by the ensemble of the previous iteration. An illustration of the cascade architecture is provided in
figure 2.2. A challenge in using these cascades is that the system sometimes forgets what it learned in previous iterations.
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2.1.5 Recurrent Neural Networks (RNNs)
Traditionally, RNNs were developed for discrete sequence analysis. They can be seen as a generalization of MLPs
because both the input and output can be of varying length, making them suitable for tasks such as machine translation
where a sentence of the source and target language are the input and output. In a classification setting, the model learns a
distribution over classes P (y|x1,x2, . . . ,xT ; Θ) given a sequence x1,x2, . . . ,xT , rather than a single input vector x.

The plain RNN maintains a latent or hidden state h at time t that is the output of a non-linear mapping from its input
xt and the previous state ht−1:

ht = σ(Wxt + Rht−1 + b), (2.7)

where weight matrices W and R are shared over time. For classification, one or more fully-connected layers are typically
added followed by a softmax to map the sequence to a posterior over the classes.

P (y|x1,x2, . . . ,xT ; Θ) = softmax(hT ;Wout,bout). (2.8)

Since the gradient needs to be backpropagated from the output through time, RNNs are inherently deep (in time) and
consequently suffer from the same problems with training as regular deep neural networks [14]. To this end, several spe-
cialized memory units have been developed, the earliest and most popular being the Long Short Term Memory (LSTM)
cell [120]. The Gated Recurrent Unit [43] is a recent simplification of the LSTM and is also commonly used.

Although initially proposed for one-dimensional input, RNNs are increasingly applied to images. In natural images
’pixelRNNs’ are used as autoregressive models, generative models that can eventually produce new images similar to
samples in the training set. For medical applications, they have been used for segmentation problems, with promising
results [253] in the MRBrainS challenge.

2.1.6 Pretraining and transfer learning
Early on in the development of deep models, the computer vision community discovered that the filters learned by CNNs
are rather generic and can be transfered to other tasks, by only retraining the last layer of the network and obtain excel-
lent results [293, 198, 215, 45]. Alternatively, the full network and all filters can be finetuned for the target task. This
transferability of knowledge has a major advantage if tasks are related and data in the target task is scarce.

Filters learned from natural images transfer surprisingly well to medical data. The Overfeat model [215] was one
of the earliest CNN applications to medical data and was shown to outperform previous work [278, 46, 30]. Pipelines
based on pretrained CNNs from ImageNet claim top positions on leaderboards of challenges (reference to pathology
challenge). Potential challenges in the application of nets trained on natural images are finding the optimal point at
which to stop fine-tuning (elaborate), the best scaling of input patches and handling grey scale data in a model trained on
three channel color images. Currently, medical applications employing pretrained models from ImageNet are ubiquitous
[173, 158, 93, 143, 94, 188, 235, 205, 41, 193, 38]. Shin et al. [236] investigated the effect of pretraining and report that
it consistently performs on par or outperforms models trained from scratch. Tashbakhsh et al. [263] come to a similar
conclusion and study the depth to which networks need to be retrained for various medical tasks.

2.1.7 Unsupervised models
Auto-encoders (AEs) and Stacked Auto-encoders (SAEs)

AEs are simple networks that are trained to reconstruct the input x on the output layer x′ through one hidden layer h.
They are governed by a weight matrix Wx,h and bias bx,h from input to hidden state and Wh,x′ with corresponding bias
bh,x′ from the hidden layer to the reconstruction. A non-linear function is used to compute the hidden activation:

h = σ(Wx,hx + bx,h). (2.9)

Additionally, the dimension of the hidden layer |h| is taken to be smaller than |x|. This way, the data is projected onto a
lower dimensional subspace representing a dominant latent structure in the input. Regularization or sparsity constraints
can be employed to enhance the discovery process. If the hidden layer had the same size as the input and no further
non-linearities were added, the model would simply learn the identity function.

The denoising auto-encoder [284] is another solution to prevent the model from learning a trivial solution. Here the
model is trained to reconstruct the input from a noise corrupted version (typically salt-and-pepper-noise). SAEs (or deep
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AEs) are formed by placing auto-encoder layers on top of each other. In medical applications surveyed in this work, auto-
encoder layers were often trained individually (‘greedily’) after which the full network was fine-tuned using supervised
training to make a prediction.

Restricted Boltzmann Machines (RBMs) and Deep Belief Networks (DBNs)

RBMs [116] are a type of Markov Random Field (MRF), constituting an input layer or visible layer x = (x1, x2, . . . , xN )
and a hidden layer h = (h1, h2, . . . , hM ) that carries the latent feature representation. The connections between the nodes
are bi-directional, so given an input vector x one can obtain the latent feature representation h and also vice versa. As
such, the RBM is a generative model, and we can sample from it and generate new data points. In analogy to physical
systems, an energy function is defined for a particular state (x,h) of input and hidden units:

E(x,h) = hTWx− cTx− bTh, (2.10)

with c and b bias terms. The probability of the ‘state’ of the system is defined by passing the energy to an exponential
and normalizing:

p(x,h) =
1

Z
exp{−E(x,h)}. (2.11)

Computing the partition function Z is generally intractable. However, conditional inference in the form of computing h
conditioned on x or vice versa is tractable and results in a simple formula:

P (hj |x) =
1

1 + exp{−bj −Wjx}
. (2.12)

Since the network is symmetric, a similar expression holds for P (xi|h).

DBNs [11, 119] are essentially SAEs where the AE layers are replaced by RBMs. Training of the individual layers
is, again, done in an unsupervised manner. Final fine-tuning is performed by adding a linear classifier to the top layer of
the DBN and performing a supervised optimization.

Variational Auto-Encoders and Generative Adverserial Networks

Recently, two novel unsupervised architectures were introduced: the variational auto-encoder (VAE) [145] and the gen-
erative adversarial network (GAN) [102]. There are no peer-reviewed papers applying these methods to medical images
yet, but applications in natural images are promising. We will elaborate on their potential in the discussion.

2.1.8 Hardware and Software
One of the main contributors to the steep rise of deep learning papers has been the widespread availability of GPU
and GPU-computing libraries (CUDA, OpenCL). GPUs are highly parallel computing engines, which have an order of
magnitude more execution threads than central processing units (CPUs). With current hardware, deep learning on GPUs
is typically 10 to 30 times faster than on CPUs.

Next to hardware, the other driving force behind the popularity of deep learning methods is the wide availability of
open-source software packages. These libraries provide efficient GPU implementations of important operations in neural
networks, such as convolutions; allowing the user to implement ideas at a high level rather than worrying about efficient
implementations. At the time of writing, the most popular packages were (in alphabetical order):

• Caffe [134]. Provides C++ and Python interfaces, developed by graduate students at UC Berkeley.

• Tensorflow [1]. Provides C++ and Python and interfaces, developed by Google and is used by Google research.

• Theano [9]. Provides a Python interface, developed by MILA lab in Montreal.

• Torch [52]. Provides a Lua interface and is used by, among others, Facebook AI research.

There are third-party packages written on top of one or more of these frameworks, such as Lasagne (https://
github.com/Lasagne/Lasagne) or Keras (https://keras.io/). It goes beyond the scope of this paper
to discuss all these packages in detail.
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2.2 Deep Learning in Breast Image Analysis
One of the earliest DNN applications from [223] was on breast imaging. Recently, interest has returned which resulted
in significant advances over the state of the art, achieving the performance of human readers on ROIs [153]. Since most
breast imaging techniques are two dimensional, methods successful in natural images can easily be transferred. With
one exception, the only task addressed is the detection of breast cancer; this consisted of three subtasks: (1) detection
and classification of mass-like lesions, (2) detection and classification of micro-calcifications, and (3) breast cancer risk
scoring of images. Mammography is by far the most common modality and has consequently enjoyed the most attention.
Work on tomosynthesis, US, and shear wave elastography is still scarce, and we have only one paper that analyzed breast
MRI with deep learning; these other modalities will likely receive more attention in the next few years. Table 2.1 sum-
marizes the literature and main messages.

Since many countries have screening initiatives for breast cancer, there should be massive amounts of data available,
especially for mammography, and therefore enough opportunities for deep models to flourish. Unfortunately, large public
digital databases are still unavailable and consequently older scanned screen-film data sets such as the MIAS or DDSM
are still in use. Challenges such as the recently launched DREAM challenge have not yet had the desired success.

As a result, many papers used small data sets resulting in mixed performance. Several projects have addressed this
issue by exploring semi-supervised learning [256], weakly supervised learning [129], and transfer learning [154, 225]).
Another method combines deep models with handcrafted features [59], which have been shown to be complementary
still, even for very big data sets [153]. State of the art techniques for mass-like lesion detection and classification tend
to follow a two-stage pipeline with a candidate detector; this design reduces the image to a set of potentially malignant
lesions, which are fed to a deep CNN [82, 153]. Alternatives use a region proposal network (R-CNN) that bypasses the
cascaded approach [3, 147].

Table 2.1: Overview of papers using deep learning techniques for breast image analysis. MG = mammography; TS =
tomosynthesis; US = ultrasound; ADN = Adaptive Deconvolution Network.

Reference Modality Method Application; remarks

[223] MG CNN First application of a CNN to mammography
[132] MG, US ADN Four layer ADN, an early form of CNN for mass classification

[81] MG CNN
Pre-trained network extracted features
classified with an SVM for breast density estimation

[3] MG CNN
Use a modified region proposal CNN (R-CNN)
for the localization and classification of masses

[5] MG CNN
Lesion classification, combination with
hand-crafted features gave the best performance

[54] MRI CNN Breast and fibroglandular tissue segmentation
[67] MG CNN Tissue classification using regular CNNs
[59] MG CNN Combination of different CNNs combined with hand-crafted features
[82] TS CNN Improved state-of-the art for mass detection in tomosynthesis
[129] MG CNN Weakly supervised CNN for localization of masses
[128] MG CNN Pre-trained CNN on natural image patches applied to mass classification
[135] MG SAE Unsupervised CNN feature learning with SAE for breast density classification

[147] MG CNN
R-CNN combined with multi-class loss trained
on semantic descriptions of potential masses

[153] MG CNN
Improved the state-of-the art for mass detection
and show human performance on a patch level

[209] MG CNN
CNN for direct classification of future risk
of developing cancer based on negative mammograms

[224] TS CNN Microcalcification detection
[225] TS CNN Pre-trained CNN on mammographic masses transfered to tomosynthesis
[256] MG CNN Semi-supervised CNN for classification of masses
[297] US RBM Classification benign vs. malignant with shear wave elastography

[154] MG CNN
Pre-trained CNN on mass/normal patches to
discriminate malignant masses from (benign) cysts

[286] MG CNN Detection of cardiovascular disease based on vessel calcification
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Chapter 3

Detection of masses in mammograms using a
deep convolutional neural network

Appeared in:
Large Scale Deep Learning for Computer Aided Detection of Mammographic Lesions - Thijs Kooi, Geert Litjens,
Bram van Ginneken, Albert Gubern-Mérida, Clara I. Sánchez, Ritse Mann, Ard den Heeten and Nico Karssemeijer -
Medical Image Analysis, 2017

Abstract
Recent advances in machine learning yielded new techniques to train deep neural networks, which resulted in highly
successful applications in many pattern recognition tasks such as object detection and speech recognition. In this chapter
we provide a head-to-head comparison between a state-of-the art in mammography CAD system, relying on a manually
designed feature set and a Convolutional Neural Network (CNN), aiming for a system that can ultimately read mammo-
grams independently. Both systems are trained on a large data set of around 45000 images and results show the CNN
outperforms the traditional CAD system at low sensitivity and performs comparable at high sensitivity. We subsequently
investigate to what extent features such as location and patient information and commonly used manual features can still
complement the network and see improvements at high specificity over the CNN especially with location and context
features, which contain information not available to the CNN. Additionally, a reader study was performed, where the
network was compared to certified screening radiologists on a patch level and we found no significant difference between
the network and the readers.
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3.1 Introduction
Until recently, the effectiveness of CAD systems and many other pattern recognition applications depended on metic-
ulously handcrafted features, topped off with a learning algorithm to map it to a decision variable. Radiologists are
often consulted in the process of feature design and features such as the contrast of the lesion, spiculation patterns and
the sharpness of the border are used, in the case of mammography. These feature transformations provide a platform
to instill task-specific, a-priori knowledge, but cause a large bias towards how we humans think the task is performed.
Since the inception of Artificial Intelligence (AI) as a scientific discipline, research has seen a shift from rule-based,
problem specific solutions to increasingly generic, problem agnostic methods based on learning, of which deep learning
[12, 10, 229, 163] is its most recent manifestation. Directly distilling information from training samples, rather than the
domain expert, deep learning allows us to optimally exploit the ever increasing amounts of data and reduce human bias.
For many pattern recognition tasks, this has proven to be successful to such an extent that systems are now reaching
human or even superhuman performance [48, 185, 113].

To the best of our knowledge, Sahiner et al. [223] were the first to attempt a CNN setup for mammography. Instead of
raw images, texture maps were fed to a simple network with two hidden layers, producing two and three feature images
respectively. The method gave acceptable, but not spectacular results. Many things have changed since this publication,
however, not only with regard to statistical learning, but also in the context of acquisition techniques. Screen Film Mam-
mography (SFM) has made way for Digital Mammography (DM), enabling higher quality, raw images in which pixel
values have a well-defined physical meaning and easier spread of large amounts of training data. Given the advances in
learning and data, we feel a revisit of CNNs for mammography is more than worthy of exploration.

In previous work in our group [126] we showed that a sophisticated CAD system taking into account not only local
information, but also context, symmetry and the relation between the two views of the same breast can operate at the
performance of a resident radiologist and of a certified radiologist at high specificity. In a different study [139] it was
shown that when combining the judgment of up to twelve radiologists, reading performance improved, providing a lower
bound on the maximum amount of information in the medium and suggesting ample room for improvement of the current
system.

In this chapter, we provide a head-to-head comparison between a CNN and a CAD system relying on an exhaustive set
of manually designed features and show the CNN outperforms a state-of-the-art mammography CAD system, trained on
a large dataset of around 45000 images. We will focus on the detection of solid, malignant lesions including architectural
distortions, treating benign abnormalities such as cysts or fibroadenomae as false positives. The goal of this chapter is not
to give an optimally concise set of features, but to use a complete set where all descriptors commonly applied in mam-
mography are represented and provide a fair comparison with the deep learning method. As mentioned by Szegedy et al.
[260], success in the past two years in the context of object recognition can in part be attributed to judiciously combining
CNNs with classical computational vision techniques. In this spirit, we employ a candidate detector to obtain a set of
suspicious locations, which are subjected to further scrutiny, either by the classical system or the CNN. We subsequently
investigate to what extent the CNN is still complementary to traditional descriptors by combining the learned represen-
tation with features such as location, contrast and patient information, part of which are not explicitly represented in the
patch fed to the network. Lastly, a reader study is performed, where we compare the scores of the CNN to experienced
radiologists on a patch level.

The rest of this chapter is organized as follows. In the next section, we will give details regarding the candidate
detection system, shared by both methods. In section 6.2.1, the CNN will be introduced followed by a description of the
reference system in section 3.3. In section 3.4, we will describe the experiments performed and present results, followed
by a discussion in section 3.5 and conclusion in section 3.6.

3.2 Candidate Detection
Before gathering evidence, every pixel is a possible center of a lesion. This approach yields few positives and an over-
whelming amount of predominantly obvious negatives. The actual difficult examples could be assumed to be outliers and
generalized away, hindering training. Sliding window methods, previously popular in image analysis are recently losing
ground in favor of candidate detection [122] such as selective search [273] to reduce the search space [100, 260]. We
therefore follow a two-stage classification procedure where in the first stage, candidates are detected and subjected to
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Figure 3.1: Illustration of the candidate detection pipeline. A candidate detector is trained using five pixel features and
applied to all pixels in all images, generating a likelihood image. Local optima in the likelihood image are used as seed
points for both the reference system and the CNN (see figure 3.2).

(a) Illustration of segmentations
for the reference system.

(b) Illustration of extracted
patches for the CNN.

Figure 3.2: Two systems are compared. A candidate detector (see figure 3.1) generates a set of candidate locations. A
traditional CAD system (left) uses these locations as seed points for a segmentation algorithm. The segmentations are
used to compute region based features. The second system based on a CNN (right) uses the same locations as the center
of a region of interest.

further scrutiny in a second stage, similar to the pipeline described in [126]. Rather than class agnostic and potentially
less accurate candidate detection methods, we use an algorithm designed for mammographic lesions [142]. It operates by
extracting five features based on first and second order Gaussian kernels, two designed to spot the center of a focal mass
and two looking for spiculation patterns, characteristic of malignant lesions. A final feature indicates the size of optimal
response in scale-space.

To generate the pixel based training set, we extracted positive samples from a disk of constant size inside each
annotated malignant lesion in the training set, to sample the same amount from every lesion size and prevent bias for
larger areas. To obtain normal pixels for training, we randomly sampled 1 in 300 pixels from normal tissue in normal
images, resulting in approximately 130 negative samples per normal image. The resulting samples were used to train a
random forest [24] (RF) classifier. RFs can be parallelized easily and are therefore fast to train, are less susceptible to
overfitting and easily adjustable for class-imbalance and therefore suitable for this task.

To obtain lesion candidates, the RF is applied to all pixel locations in each image, both in the train and test set,
generating a likelihood image, where each pixel indicates the estimated suspiciousness. Non-maximum suppression was
performed on this image and all optima in the likelihood image are treated as candidates and fed as input to both the
reference feature system and the CNN. For the reference system, the local optima in the likelihood image are used as seed
points for a segmentation algorithm. For the CNN, a patch centered around the location is extracted. An overview of the
first stage pipeline is provided in figure 3.1. Figure 3.2 illustrates the generated candidates for both systems.

3.2.1 Data Augmentation
Although powerful, contemporary architectures are not fully invariant to geometric transformations, such as rotation and
scale. Data augmentation is a technique often used in the context of deep learning and refers to the process of generating
new samples from data we already have, hoping to ameliorate data scarcity and prevent overfitting. In object recognition
tasks in natural images, simple horizontal flipping is usually only performed, but for tasks such as optical character recog-
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Figure 3.3: Examples of scaling and translation of the patches. The top left image is the original patch, the second and
third image of the top row examples of the smallest and largest scaling employed. The bottom row indicates the extrema
in the range of translation used.

nition it has been shown that elastic deformations can greatly improve performance [244]. The main sources of variation
in mammography at a lesion level are rotation, scale, translation and the amount of occluding tissue.

We augmented all positive examples with scale and translation transformations. Full scale or translation invariance is
not desired nor required since the candidate detector is expected to find a patch centered around the actual focal point of
the lesion. The problem is not completely scale-invariant either: large lesions in a later stage of growth are not simply
scaled-up versions of recently emerged abnormalities. The key is therefore to perform the right amount of translation and
scaling in order to generate realistic lesion candidates. To this end, we translate each patch in the training set containing
an annotated malignant lesion 16 times by adding values sampled uniformly from the interval [−25, 25] (0.5 cm) to the
lesion center and scale it 16 times by adding values from the interval [−30, 30] (0.6 cm) to the top left and bottom right
of the bounding box. After this, all patches including the normals were rotated using simple flipping actions, which can
be computed on the fly to generate three more samples. This results in (1 + 16 + 16)4 = 132 patches per positive lesions
and 4 per negative. Examples of the range of scaling and translation augmentation are given in figure 3.3.

3.3 Reference System

The large majority of CAD systems rely on some form of segmentation of the candidates on which region based features
are computed. To this end, we employ the mass segmentation method proposed by Timp and Karssemeijer [271], which
was shown to be superior to other methods (region growing [265] and active contour segmentation [160]) on their particu-
lar feature set. The image is transformed to a polar domain around the center of the candidate and dynamic programming
is used to find an optimal contour, subject to the constraint that the path must start and end in the same column in order
to generate a closed contour in the Cartesian domain. A cost function incorporating a deviation from the expected gray
level, edge strength and size terms is used to find an optimal segmentation. One of the problems with this method and
many knowledge driven segmentation methods for that matter, is that it is conditioned on a false prior: the size constraint
is based on data from malignant lesions. When segmenting a candidate, we therefore implicitly assume that this is a
malignant region, inadvertently driving the segmentation into a biased result. Many of the manual features described
below rely on a precise segmentation but in the end, it is an intermediate problem. For a stand-alone application, we are
interested to provide the patient with an accurate diagnosis, not the exact delineation. A huge advantage of CNNs is that
no segmentation is required and patches are fed without any intermediate processing.

After segmentation, we extract a set of 74 features. These can broadly be categorized into pixel level features, used by
the candidate detector, contrast features, capturing the relation between the attenuation coefficients inside and outside the
region, texture features describing relations between pixels within the segmented region, geometry features summarizing
shape and border information location features, indicating where the lesion is with respect to some landmarks in the
breast, context features, capturing information about the rest of the breast and other candidates and patient features,
conveying some of the subjects background information.
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(a) (b)

(c) (d)

Figure 3.4: A lesion (a), its segmentation (b), areas used for computing contrast features (c) and areas used for computing
margin contrast (d)

3.3.1 Candidate Detector Features

As a first set of descriptors, we re-use the five features employed by the candidate detector, which has been shown to
be beneficial in previous work in our group. On top of this, we compute the mean of the four texture features within
the segmented boundary and add the output of the candidate detector at the found optimum. This gives us a set of nine
outputs we call candidate detector features.

3.3.2 Contrast Features

When talking to a radiologist, a feature that is often mentioned is how well a lesion is separated from the background.
Contrast features are designed to capture this. To compute these, we apply a distance transform to the segmented region
and compare the inside of the segmentation with a border around it. The distance d to the border of the segmentation is
determined according to:

d = ρ
√
Aπ (3.1)

with A the area of the segmented lesion. An illustration is provided in figure 3.4. An important nuisance in this setting is
the tissue surrounding the lesion. In previous work, we have derived two model based features, designed to be invariant
to this factor [150], which were also normalized for size of the lesion. The sharpness of the border of the lesion is also
often mentioned by clinicians. To capture this, we add two features: the acutance [212] and margin contrast, the different
between the inside and outside of the segmentation, using a small margin. Illustrations of contrast features are provided
in figure 3.4. Other contrast features described in [266] were added to give a set of 12 features.

3.3.3 Texture Features

The presence of holes in the candidate lesion often decrease their suspiciousness, since tumours are solid, with possibly
the exception of lobular carcinoma. To detect this, we added the two isodensity features proposed by Te Brake and
Karssemeijer [266]. Linear structures within a lesion can indicate an unfortunate projection rather then cancer, for which
we used four linear texture features as described by the same authors [266]. On top of this we added two features based
on the second order gradient image of the segmented lesion. The image was convolved with second order Gaussian
derivative filters and the optimal location in scale space was selected for each pixel. We subsequently took the first and
second moment of the segmented lesion of the maximum magnitude, which is expected to be high for lesions with much
line structure. Secondly, we computed gradient coocurence, by counting the number of times adjacent pixels have the
same orientation. Ten less biophysical features in the form of Haralick features [110] at two different scales (entropy,
contrast, correlation, energy and homogeneity) were added to give a set of 21 texture descriptors.
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Figure 3.5: Illustration of the network architecture, The numbers indicate the amount of kernels used. We employ a
scaled down version of the VGG model. To see the extent to which conventional features can still help, the network is
trained fully supervised and the learned features are subsequently extracted from the final layer and concatenated with
the manual features and retrained using a second classifier.

3.3.4 Geometrical Features

Regularity of the border of a lesion is often used to classify lesions. Again, expedient computation relies heavily on proper
segmentations. Nevertheless, we have incorporated five simple topology descriptors as proposed by [204] in the system.
These are eccentricity, convexity, compactness, circular variance and elliptic variance. In order to capture more of the 3D
shape, we extended these descriptors to also work with 3 dimensions. The lesion was smoothed with a Gaussian kernel
first and 3D eccentricity: the ratio between the largest and smallest eigenvalue of the point cloud, 3D compactness: the
ratio of the surface area to the volume, spherical deviance, the average deviation of each point from a sphere and elliptical
deviance: the average deviation of each point to an ellipse fitted to the point cloud were computed. Since convex hull
algorithms in 3D suffer from relatively high computational complexity, this was not extended. Op top of this, we added
a feature measuring reflective symmetry. The region is divided into radial and angular bins and average difference pixel
intensity between opposing bins is summed and normalized by the size of the region. Lastly the area of the segmented
region is added, giving us a set of 10 geometric features.

3.3.5 Location Features

Lesions are more likely to occur in certain parts of the breast than others and other structures such as lymph nodes are
more common in the pectoralis than in other parts of the breast. To capture this, we use a simple coordinate system. The
area of the breast and pectoral muscle are segmented using thresholding and a polynomial fit. We subsequently estimate
the nipple location by taking the largest distance to the chest wall and a central landmark in the chest wall is taken as the
row location of the center of gravity. From this, we extract: (1) the distance to the nipple (2) the same, but normalized for
the size of the breast, (3) the distance to the chest wall and (4) the fraction of the lesion that lies in the pectoral muscle.

3.3.6 Context Features

To add more information about the surroundings of the lesion, we added three context features as described by Hupse
and Karssemeijer [124]. The features again make use of the candidate detector and assume the posterior of pixels in the
rest of the breast convey some information about the nature of the lesion in question. The first feature averages the output
around the lesion, the second in a band at a fixed distance from the nipple and a third takes the whole segmented breast
into account. On top of this, we added the posterior of the candidate detector, normalized by the sum of the top three and
top five lesions in the breast, to give us five context features in total.

3.3.7 Patient Features

Lastly, we added the age of the patient, which is an important risk factor. From the age, we also estimate the screening
round by subtracting 50 (the age at which screening starts in The Netherlands) and dividing by 2 (the step size of the
screening). This gives us two features.

Note that the last three sets of features provide information outside of the patch fed to the CNN. Even if the network
is able to exploit all information in the training set, these could still supply complementary information regarding the
nature of the lesion.
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Table 3.1: Overview of the data. Pos refers to the amount of malignant lesions and neg to the amount of normals.

Cases Exams Images Candidates
Pos Neg Pos Neg Pos Neg Pos Neg

Train 296 6433 358 11780 634 39872 634 213450
Valid. 35 710 42 1247 85 4218 85 19460
Test 124 2064 124 5317 271 18182 271 180777

3.4 Experiments

3.4.1 Data
The mammograms used were collected from a large scale screening program in The Netherlands (bevolkingsonderzoek
midden-west) and recorded using a Hologic Selenia digital mammography system. All tumours are biopsy proven ma-
lignancies and annotated by an experienced reader. Before presentation to a radiologist, the manufacturer applies some
processing to optimize it for viewing by a human. To prevent information loss and bias, we used the raw images instead
and only applied a log transform which results in pixel values being linearly related to the attenuation coefficient. Images
were scaled from 70 micron to 200 for faster processing. Structure important for detecting lesions occur at larger scales
and therefore this does not cause any loss of information.

An overview of the data is provided in table 7.1. With the term case, we refer to all screening images recorded
from a single patient. Each case consists of several exams taken at typically a two year interval and each exam typically
comprises four views, two of each breast, although these numbers vary: some patients skip a screening and for some
exams only one view of each breast is recorded. For training and testing, we selected all regions found by the candidate
detector. The train, validation and test set were all split on a patient level to prevent any bias. The train and validation
set comprise 44090 mammographic views, from which we used 39872 for training and 4218 for validation. The test set
consisted of 18182 images of 2064 patients with 271 malignant annotated lesions. A total of 30 views from 20 exams
in the test set contained an interval cancer that was visible in the mammogram or were taken prior to a screen detected
cancer, with the abnormality already visible.

Before patch extraction in the CNN system, we segmented all lesions in the training set in order to get the largest
possible lesion and choose the patch size with an extra margin resulting in patches of size 250 × 250 (5 × 5 cm). The
pixel values in the patches were scaled using simple min-max scaling, with values calculated over the whole training
set. We experimented with scaling the patches locally, but this seemed to perform slightly though not significantly worse
on the validation set. All interpolation processes were done with bilinear interpolation. Since some candidates occur at
the border of the imaged breast, we pad the image with zeros. Negative examples were only taken from normal images.
Annotated benign samples such as cysts and fibroadenomae were removed from the training set. However, not all benign
lesions in our data are annotated and therefore some may have ended in the train or validation set as negatives. After
augmentation, the train set consisted of 334752 positive patches and 853800 negatives. When combining the train and
validation set, this amounts to 379632 positive and 931640 negative patches.

3.4.2 Training and Classification Details
For the second stage classification, we have experimented with several classifiers (SVMs with several different kernels,
Gradient Boosted Trees, MLPs) on a validation set, but found in nearly all circumstances the random forest performed
similar or better than others. Trees in the RF were grown using the Gini criterion for splitting and in all situations
we used 2000 estimators and the square root heuristic for the maximum number of features. The maximum depth was
cross-validated using 8 folds. Data was balanced by drawing bootstrap samples with an equal class ratio. The posterior
probability output by the RF was calculated as a mean of the estimated classes. The systems are trained using at most
the ten most suspicious lesions per image found by the candidate detector, during testing no such threshold is applied to
obtain highest sensitivity.

We implemented the network in Theano [16] and pointers provided by Bengio [13] were followed and very helpful.
We used OxfordNet-like architectures [246] with 6 convolutional layers of {16, 32, 64, 128, 128} with 3 × 3 kernels
and 2 × 2 max-pooling on all but the fourth convolutional layer. A stride of 1 was used in all convolutions. Two fully
connected layers of 300 each were added. An illustration of the network is provided in figure 6.4.

We employed Stochastic Gradient Descent (SGD) with RMSProp [55], an adaption of R-Prop for SGD with Nesterov
momentum [257]. Drop-out [252] was used on the fully connected layers with p = 0.5. We used the MSRA [113] weight
filler, a learning rate of 5× 10−5 with a weight decay of 5× 10−5. To battle the strong class imbalance, positive samples
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Table 3.2: Overview of results of individual feature sets along the 95% confidence interval (CI) obtained using 5000
bootstraps.

Feature group AUC CI
Candidate detector 0.858 [0.827, 0.887]
Contrast 0.787 [0.752, 0.817]
Texture 0.718 [0.681, 0.753]
Geometry 0.753 [0.721, 0.784]
Location 0.686 [0.651, 0.719]
Context 0.816 [0.781, 0.850]
Patient 0.651 [0.612, 0.688]
Equal Information 0.892 [0.864, 0.918]
All 0.906 [0.881, 0.929]

Table 3.3: Overview of results of the CNN combined with individual feature sets

Feature group added to CNN AUC CI
CNN Only 0.929 [0.897, 0.938]
Candidate detector 0.938 [0.919, 0.955]
Contrast 0.931 [0.91, 0.949]
Texture 0.933 [0.912, 0.950]
Geometry 0.928 [0.907, 0.946]
Location 0.933 [0.913, 0.950]
Context 0.934 [0.914, 0.952]
Patient 0.929 [0.908, 0.947]
All 0.941 [0.922, 0.958]

were presented multiple times during an epoch, keeping a 50/50 positive/negative ratio in each minibatch. Alternatively,
the loss function could be weighted, but we found this to perform worse, we suspect this is because rebalancing maintains
a certain diversity in the minibatch. All hyperparameters were optimized on a validation set and the CNN was subse-
quently retrained on the full training set using the found parameters. All test patches were also augmented using the same
augmentation scheme. On the validation set, this gave a small improvement. The best validation AUC was 0.90.

3.4.3 ROC Analysis

To first get an understanding of how well each feature set performs individually, we trained different RFs for each feature
set and applied them separately to the test set. In all cases, the training procedure as described above was used. AUC
values along with a 95% confidence interval, acquired using bootstrapping [69, 21] with 5000 bootstrap samples are
shown in table 3.2.

The CNN was compared to the reference system with equal amount of information (i.e., excluding location, context
and patient information) to get a fair performance comparison. Figure 3.6 shows a plot of the mean curves along with the
95% confidence interval obtained after bootstrapping. Results were not found to be significantly different p = 0.2 on the
full ROC. Figure 3.7 shows a plot comparing the CNN with data augmentation to the network without data augmentation
and with data augmentation and added manual features. Again bootstrapping was used to obtain significance. It is
clear that the proposed data augmentation methods contributes greatly to the performance, which was also found to be
significant (p << 0.05).

To combine the CNN with other descriptors, we extracted the features from the last fully connected layer and appended
the other set (see figure 6.4). For each augmented patch, the additional features were simply duplicated. Table 3.3 shows
results of the CNN combined with different feature sets, again with confidence interval acquired by bootstrapping with
5000 samples.

To investigate the degree to which a large dataset is really needed, we trained several networks on subsets, removing
40 percent of the malignant lesions. Results are provided in table 3.4. Since the differences are rather large, we did not
perform significance testing. For all settings, we optimized the learning rate but kept all other hyperparameters equal to
the ones found to be optimal for the full training set.
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Figure 3.6: Comparison of the CNN with the reference system using equal information, i.e., only information represented
in the patch used by the CNN, excluding context, location and patient information.

Figure 3.7: Comparison of the CNN without any augmentation, with augmentation and with added manual features.

Table 3.4: AUC values obtained when training the network on subsets of malignant lesions in the training set, keeping
the same amount of normals.

Data Augmentation 60% All
With 0.842 0.929
Without 0.685 0.875
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Figure 3.8: Lesion based FROC of the three systems. Please note that this concerns the full reference system, where
context, location and patient features are incorporated

Figure 3.9: Case based FROC of the three systems. In areas of high specificity, the CNN and the addition of manual
features is particularly useful. Please note that this concerns the full reference system, where context, location and patient
features are incorporated

3.4.4 FROC Analysis
In practice, a CAD system should ideally be operating at a referral rate similar to that of a radiologists. To get a better
understanding of the system’s performance around this operating point, we compute the Partial Area Under the Curve
(PAUC) on a log scale:

PAUC =
1

ln[1]− ln[0.01]

∫ 1

0.01

s(f)

f
df (3.2)

and generate Free Receiver Operator Characteristic (FROC) curves, to illustrate the numbers of false positives per image.
Plots of the FROCs of the full reference system (last line in table 3.2), the CNN only and the CNN plus manual

features are shown in figures 3.8 and 3.9. To further investigate which features are helpful at high specificity, we compute
PAUC for each feature set individually. Results are shown in table 3.5. We see a significant difference comparing the
CNN with additional features to the reference system P = 0.015 on a lesion level and P = 0.0002 on a case level.

3.4.5 Human Performance
In previous work in our group, performance of the CAD system was compared to the performance of a radiologists at
an exam level, a collection of four images, which contains more information than only a patch, such as context in the
mammogram, symmetrical difference between two breast, the relation between the CC and MLO views. To get a better
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Table 3.5: Partial Area under the FROC of different systems. P-values are referring to the comparison between the CNN
with additional features and the CNN without the specific feature group. In this case, the reference system is the full
system, including context, location and patient information.

Lesion Case P, lesion P, case
CNN 0.550 0.684 1 1
Reference System 0.547 0.594 0.451 0.013

CNN + candidate det. 0.590 0.701 <0.0001 0.026
CNN + contrast 0.571 0.704 0.011 0.0758
CNN + texture 0.574 0.705 0.0062 0.067
CNN + topology 0.561 0.700 0.0286 0.132
CNN + location 0.576 0.707 0.0038 0.0516
CNN + context 0.578 0.700 0.0028 0.121
CNN + patient 0.576 0.704 0.0034 0.0784
CNN + all features 0.594 0.711 <0.001 0.04

Figure 3.10: Top misclassified negatives by the CNN. The second sample in the first row is simply the nipple and the third
sample in the second row displays fat necrosis. Both are obviously normal patches and are filtered out using additional
feature sets.

Figure 3.11: Top misclassified positives by the CNN, most samples are very large lesion unlikely to be found in the
screening population and therefore underrepresented in the training set.
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Figure 3.12: Comparison between the CNN and three experienced readers on a patch level.

understanding of how close the CNN is to human performance on a patch level and how much more room there is for
improvement in this sub part of the pipeline, we performed a study where we measured the performance of experienced
readers on a patch level, providing the reader with the same information as the CNN. The group of readers consisted of
one experienced reader (non-radiologist) and two experienced certified radiologists. To get an idea of the performance
that can at least be obtained on this set, the mean of the three readers was also computed by simply averaging the scores
that each of the three readers assigned to each patch.

Patches were extracted from the mammogram processed by the manufacturer for optimal viewing and were shown
at a normal computer screen at a resolution of 200 micron. Microcalcifications are difficult to see in this setting, but all
structures relevant for soft tissue lesions are intact and readers did not report difficulties. The readers were provided with
a slider and instructed to score the patch between zero and one hundred based on their assessment of the suspiciousness
of the patch.

As a test set, we used all masses that were used in Hupse et al. [126] and selected an equal amount of negatives, that
were considered the most difficult by the candidate detector, resulting in 398 patches. This gives a representative set of
difficult samples and allows for larger differences between readers and the CNN, but is biased towards a set difficult for
the reference system, which was therefore left out of the comparison (obtained AUC was 0.64 on this set). Figure 3.12
shows the ROC curves resulting from the reader study. Again, to test significance we used bootstrapping and two sided
testing to get a significance score. We found no significant difference between the CNN and any of the readers: CNN
vs reader 1: p = 0.1008, CNN vs reader 2: p = 0.6136, CNN vs reader 3: p = 0.64, but found a significant difference
between the CNN and the mean of the human readers (p = 0.001).

3.5 Discussion

To get more insight into the performance of the network, examples of the top misclassified positives and negatives are
shown in figure 3.11 and 3.10 respectively. A large part of the patches determined as suspicious by the network are benign
abnormalities such as cysts and fibroadenomae or normal structures such as lymph nodes or fat necrosis. Cysts and lymph
nodes can look relatively similar to masses. These strong false positives occur due to the absence of benign lesions in our
training set. In the future we plan to add these to the training set and perform three-class classification or train a separate
network to discriminate these lesions properly.

The majority of ’misclassified’ positives are lesions ill-represented in the training data, either very subtle or extremely
large. When using CAD as a second reader, these will not influence the referral decision much, as they are clearly visible
to a human, but when using the computer as an independent reader, these issues need to be solved. In preliminary
experiments, we have seen that many of these misclassifications can be prevented by considering the contralateral breast
and plan to work on this in the future.

From the results in tables 3.3 and 3.2 we can see that individually, apart from the candidate detector, contrast and
context are useful features. Although age and screening round are some of the most important risk factors, we do not
see clear improvements when added as features, which is slightly disappointing. To get training data, we took negative
patches only from normal images, but not only from normal exams, to get as many data points as possible. A possible
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explanation for the disappointing performance may be that the relation between age and cancer is more difficult to learn
in the setting, since it is a relation that exist on an exam level.

To add features, we have used a second classification stage. This has the advantage it is easy to evaluate which
features add information, without retraining a network and re-optimizing the parameters, which can take several weeks
to do properly. On top of this, the learned feature representation of the CNN is the same in all situations, rendering
comparison more reliable. A major disadvantage, however, is that the training procedure is rather complicated. Other
more elegant methods such as coding features as a second channel, as done by [180] or adding the features in one of the
fully connected layers of the network during training could be better strategies and we plan to explore this in future work.

We have made use of a more shallow and scaled down version of the networks proposed by Simonyan et al. [246],
who obtain best performance on ImageNet with a 19 layer architecture with four times the amount of kernels in each
layer. In initial experiments, we have worked with Alexnet-like architectures, which performed worse on our problem,
obtaining and AUC of around 0.85 on the validation set. We have also experimented with deeper networks and increasing
the amount of kernels, but found no significant improvement on the validation set (0.896 vs 0.897 of the network with
larger capacity and 0.90 of 9 layer network). We suspect that with more data, larger capacity networks can become
beneficial. The problem could be less complex than classifying natural images since it concerns a two-class classification
in the current setting and we are dealing with gray scale images, contrary to the thousands of classes and RGB data in
ImageNet [220]. Therefore, more shallow and lower capacity networks than the one found optimal for natural images
could suffice for this particular problem.

In our work, we made extensive use of data augmentation in the form of simply geometric transformations. We have
also experimented with full rotation, but this creates lesions not expected during testing, due to the zero padding. This
could be prevented using test time augmentation, but when used in a sliding window fashion this is not convenient. The
ROC curves in figure 3.7 show a clear increase in performance for the full dataset. The results in table 3.4 show the current
data augmentation scheme improves performance for large amounts of data but not for small amounts of data. We suspect
in the latter setting, the network overfits and more regularization is needed. These results may be different when fully
optimizing the architecture and augmentation procedure for each setting individually. More research is needed to draw
clear conclusions. However effective, data augmentation is a rather computationally costly procedure. A more elegant
approach would be to add the invariance properties in the network architecture, which is currently being investigated in
several papers [96, 131]. On top of the geometric transforms, occluding tissue is an important source of variance, which
is more challenging to explicitly code in the network architecture. In future work, we plan to explore simulation methods
for this.

In this work, we have employed a previously developed candidate detector. This has two main advantages: (1) it is
fast and accurate (2) the comparison with the traditional CAD system is straightforward and fair, since exactly the same
candidate locations are trained with and evaluated on. The main disadvantage is that the sensitivity is not hundred percent,
which causes lesions to be missed, although the case-based performance is close to optimal. In future work, we plan to
explore other methods, such as the strategy put forth by Ciresan et al. [47], to train the system end-to-end. This will make
training and classification less cumbersome and has the potential to increase the sensitivity of the system.

In this work we have compared the CNN to a state-of-the art CAD system [126], which was combined with several
other features commonly used in the mammography CAD literature. A random forest was subsequently used, that per-
forms feature selection during its training stage. We think the feature set we used is sufficiently exhaustive to include most
features commonly used in literature and therefore think similar conclusions hold for other state-of-the art CAD systems.
To the best of our knowledge, the Digital Database of Screening Mammography (DDSM) is the only publicly available
dataset, which comprises of digitized screen film mammograms. Since almost all screening centers have migrated to
digital mammography, we have elected not to run our system on this dataset, because we think the clinical relevance is
arguable. On top of this, since this entails a transfer learning problem, the system may require retraining to adapt to the
older modality.

The reader study illustrates the network is not far from the radiologists performance, but still substantially below the
mean of the readers, suggesting a large performance increase is still possible. We suspect that some other augmentation
methods as discussed above could push the network a bit further, but expect more training data, when it becomes avail-
able will be the most important factor. Also, we feel still employing some handcrafted features that specifically target
weaknesses of the CNN may be a good strategy and may be more pragmatic and effective than adding thousands of extra
samples to the training set.
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3.6 Conclusion
In this chapter we have shown that a deep learning model in the form of a Convolutional Neural Network (CNN) trained
on a large dataset of mammographic lesions outperforms a state-of-the art system in Computer Aided Detection (CAD)
and therefore has great potential to advance the field of research. A major advantage is that the CNN learns from data
and does not rely on domain experts, making development easier and faster. We have shown that the addition of location
information and context can easily be added to the network and that several manually designed features can give some
small improvements, mostly in the form of ’common sense’: obviously false negatives will no longer be considered as
such. On top of this, we have compared the CNN to a group of three experienced readers on a patch level, two of which
were certified radiologist and have show that the human readers and CNN have similar performance.
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Invariant features for discriminating cysts
from solid lesions in mammography

Appeared in
Invariant features for discriminating cysts from solid lesions in mammography. - Thijs Kooi and Nico Karssemeijer.
International Workshop on Digital Mammography. Springer International Publishing, 2014.

Abstract
Feature extraction is an integral part of all Computer Aided Diagnosis (CAD) systems. Due to the presence of fibroglan-
dular tissue however, measurements are perturbed by unwanted influences and therefore, the same descriptor will yield
different values for different amounts of occluding structures. To aid the statistical learning used for classification, we
need to design features that are invariant to unwanted influences. In this paper, we propose a simple model of the tumour
and its surrounding tissue and show how this model can be used to derive descriptors that are invariant to obscuring tis-
sue, rather than heuristically defining a set of descriptors, which is common practice in many CAD papers. We tailor the
descriptors to optimally discriminate between tumours and cysts, by assuming a parametric form of the lesions. Results
show a significant discriminative improvement over simple, more commonly used contrast features and we obtained an
AUC of 0.77 using both CC and MLO images.
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4.1 Introduction
Many CAD systems operate in a two-stage fashion where in the first stage, candidate lesions are detected on a pixel level
and in a second stage, the lesions are segmented and new region-based features are computed. The second feature set
is subsequently fed to a statistical learning machine, which is expected to give a more accurate estimate of the lesion’s
nature. The contrast, i.e., the relation between the segmented lesion and its surrounding tissue can tell us something about
the disease and is often used as a feature in this stage. Due to the presence of fibroglandular tissue however, measurements
are perturbed by unwanted influences and therefore, the same descriptor will yield different values for different amounts
of occluding tissue. Given enough training data, we could expect the classification machine to generalise to a sufficient
extent. Unfortunately, data is still scarce and therefore we need to aid the learner and design features that are invariant
[98, 123] to unwanted influences, yet covary with the factor we are interested in, i.e., we want descriptors that yield the
same value regardless of obscuring structures, yet reliably characterise the nature of the lesion.

In the first part of this chapter, we propose a simple model of the tumour and its surrounding tissue by making some
assumptions on the tumour growth and segmentation and show how to this model can be used to derive descriptors that
are invariant to unwanted influences, rather than heuristically defining a set of descriptors, which is common practice in
many CAD papers. In the second part, we tailor the descriptors to optimally discriminate between different geometrical
entities, by assuming a parametric form. We apply the descriptors to the problem of discriminating between tumours
and cysts: benign fluid-filled sacks exhibiting similar image characteristics to tumours in a mammogram. Experiments
are done on simulated lesions, placed in a standard mammography background and on a database of clinical cases with
a representative sample of cysts and masses. Results on both sets show a significant discriminative improvement over
simple, more commonly used contrast features. Our method relies on the fact that the observed shape of the lesion on
the image plane, is the result of a summation of attenuation along the z-axis, which we will henceforth refer to as the
z-integral and that different geometrical structures will expose different z-integrals. Even though we can not observe the
exact spatial structure of the body, we can get an idea of its shape, by looking at the moments of the distribution of the
structure.

The rest of this chapter is organised as follows. In section 4.2, we will describe our model and preprocessing methods,
followed by a brief derivation of the features in section 4.3 and details on the normalisation in section 4.4. We will present
our experiments and discuss results in section 4.5, followed by a conclusion in section 4.6.

4.2 Lesion Model
In order to derive invariant descriptors, we first need a proper definition of invariance. We will call a descriptorD of some
signal s invariant to a transformation T if it holds that:

D(T (s))) = D(s)

In our setting this means that we want to find a descriptor of a tumour (s) is such a way that if the same tumour is found
in two different women with different amount of occluding tissue (T ), the descriptor will give the same value. A trivial
way to make a descriptor invariant is to simply assign 1 to every exposition of the signal. This however, obliterates all
discriminative power and we should therefore aim for an optimum in the trade-off between descriptiveness and invariance.

The first step in our method is to compute a dense tissue map of the image [275], which is acquired be means of a
physics based image model derived in previous work. We assume the breast is composed of dense and fatty tissue, with
corresponding attenuation coefficients. Using empirical data from literature, we get an estimate of the amount of dense
and fatty tissue at each pixel, where the former is used in our method. To subsequently derive our descriptors, we propose
the following simple model of the lesion f :

I(x, y) =

{
Fz(x, y) + ε if (x, y) lies inside the 2D projection of f
ε else (4.1)

where I(x, y) indicates the image value at location (x, y), ε ∼ P (ε) is the integral along the z-axis of the nuisance
term we are trying to ignore, coming from some undefined distribution and Fz(x, y) =

∫
f(x, y, z)dz the z-integral of

the lesion f we are trying to describe. The z-axis is chosen to be parallel to the direction of x-ray quanta. This model
assumes that the 2D segmentation of the projected lesion is correct and that the tumour grows in such a way that the
distribution of tissue in the surrounding region is the same as above and below it. An illustration is provided in figure
4.1. Using this model, we can not infer anything about the exact spatial layout of f , due to the noise term ε. However, by
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Figure 4.1: Illustration of a lateral view of a lesion and its z-integral on the image plane. Here ε indicates the tissue in the
breast and ε the integral of ε appearing on the image.

looking at the descriptive statistics of the values inside the segmented region (Fz + ε) and the values in the surroundings
of the region (ε), we can still derive descriptors of its shape that are invariant to nuisance ε.

4.3 Moment Invariants

Under the definition of invariance and lesion model we proposed, a descriptor of the mean, invariant to nuisance signal ε
is given by:

E[Fz] = E[Fz + ε]− E[ε] (4.2)

Similar to the mean, the variance will give us an indication of the shape of the z-integral. The sum of variance to two
correlated random variables is given by:

V ar[Fz + ε] = V ar[Fz] + V ar[ε] + 2Cov[Fz, ε] (4.3)

We can observe V ar[Fz + ε] and V ar[ε] in our image and are interested in V ar[Fz]. Unfortunately, we can not observe
Cov[Fz, ε]. However, by looking at the covariance of Fz + ε and ε, we can find an expression for V ar[Fz]. We can show
that the covariance of two correlated random variables X and Y can be written as (a proof of this is left out for brevity)

Cov[X,Y ] = Cov[X + Y, Y ]− V ar[Y ]

Plugging this into equation (4.3) and rearranging terms, we have that

V ar[Fz] = V ar[Fz + ε] + V ar[ε]− 2Cov[Fz + ε, ε] (4.4)

These two features are general descriptors of the z-integral of any geometric body, though in not all situations they may
provide useful, discriminative information. We will now consider the problem of discriminating tumours from cysts, by
assuming a parametric form and tailor the descriptors to optimally differentiate between these entities. Most tumours are
relatively hard, solid objects that are not easily compressible, whereas cysts are softer and therefore more likely to change
shape. If we assume both are initially spherical, we can expect the tumour to retain shape, but the cyst to transform to an
ellipsoidal form, due to the compression of the breast in the recording of the mammogram. Under these assumptions, we
can further refine the descriptor and normalise for scale.
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Figure 4.2: Illustration of simulated lesions. The left two represent masses and the right two cysts.

4.4 Scale Normalisation
Simply increasing the size of a spherical body, will yield a varying feature response. This makes it possible for ellipsoidal
and spherical objects to reach similar descriptors, in spite of their apparent disparity. We therefore want to normalise with
respect to scale in order to discriminate properly between the two. To this end, we propose the following normalisations.
By looking at the z-integral of a sphere

Fz = 2
√(

r2 − x2 − y2
)

we can see that the expected value as a function of radius r is given by:

E[Fz; r] =
1

A(r)

∫ r

−r

∫ r

−r
2
√(

r2 − x2 − y2
)
dx dy

where A(r) indicates the area of the projection of the sphere as a function of its radius. The integral is simply the volume
of the sphere, so therefore:

E[Fz; r] =
V (r)

A(r)
=

1

πr2

4

3
πr3 = r

4

3

Normalisation by r evidently results in a constant. Using a similar procedure for the second moment descriptor, we will
find that a normalisation by r2 will yield a constant value. The derivation is left out here for brevity. The scale normalised
descriptors Ê[Fz] and ˆV ar[Fz] are now given by:

Ê[Fz] =
E[Fz + ε]− E[ε]

r
(4.5)

and
ˆV ar[Fz] =

V ar[Fz + ε] + V ar[ε]− 2Cov[Fz + ε, ε]

r2
(4.6)

The following section will present our experimental setup and results acquired when applying this method.

4.5 Experiments
The experiments are set up to show that each normalisation and both the first and second moment are contributors to
the discriminative power of the features. In a first test, we investigated how our model holds in a more or less ideal
situation. This way we can see to what extent the assumptions in our model are violated when subsequently testing
on real data. We placed masses (z-integrals of spheres) and cysts (z-integrals of ellipsoidal shapes) at random in a
mammography background. The parameters of the spheres and ellipsoids were varied at random and the mix between
z-integral and mammographic background was also varied randomly, resulting in some clear lesion and some very subtle
ones. Examples of simulated lesions are given in 4.2. In a second test, we applied the methods to real data. Regions were
segmented using a dynamic programming algorithm, that has previously been shown to be successful for this task [270].
The data was collected locally from symptomatic women and high risk screening. We removed lesions that were on or
close to the pectoralis, because our density algorithm does not support reliable density estimates on the pectoralis yet. A
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Table 4.1: Comparison of different feature sets in simulation

Estimate of mean Estimate of Variance AUC P-value against
normalised features

E[Fz + ε]− E[ε] V ar[Fz + ε] 0.55± 0.01 � 0.001
E[Fz + ε]− E[ε] V ar[Fz + ε]− V ar[ε] 0.58± 0.02 � 0.001
E[Fz + ε]− E[ε]

r
V ar[Fz + ε]− V ar[ε] 0.86± 0.07 � 0.001

E[Fz + ε]− E[ε]

r

V ar[Fz + ε]− V ar[ε]
r2

0.93± 0.00 � 0.001

Table 4.2: Comparison of different feature sets on our dataset

Estimate of mean Estimate of Variance AUC P-value against
normalised features

E[Fz + ε]− E[ε] V ar[Fz + ε] 0.52± 0.07 � 0.001
E[Fz + ε]− E[ε] V ar[Fz + ε]− V ar[ε] 0.54± 0.01 � 0.001
E[Fz + ε]− E[ε]

r
V ar[Fz + ε]− V ar[ε] 0.63± 0.08 0.006

E[Fz + ε]− E[ε]

r

V ar[Fz + ε]− V ar[ε]
r2

0.62± 0.07 0.019

similar thing was done for lesion on or close to the image edge, because we can not reasonably assume to get accurate
contrast information from here. Future work will revolve around finding new methods for this. During annotation, all
lesions were given a subtlety score by an independent annotator and we remove lesions with extreme subtlety. This
left 94 cysts and 173 masses. Images were recorded using a GE mammography machine. Samples were classified by
means of a linear logistic regression model, trained using iteratively reweighted least-squares (IRLS). To estimate test
performance, we split the train and test data 100 times, resulting in 100 estimates of the ROC and AUC, over which we
compute analytical statistics.

4.5.1 Implementation details

The computation of covariance assumes an ordered set of pairs and therefore, the use of covariance in (4.6) requires some
elaboration. Considering the fact that the noise we are interested in (the occluding tissue) has some spatial coherence,
i.e., the noise between surrounding pixels is strongly correlated, it seems reasonable to assume that points on each side
of the acquired segmentation boundary will have roughly the same noise value. Using this intuition, we construct a set of
points by taking values along the fitting region on each side of the border and compute the covariance from this set.

The radius parameter we have described before, assumes a circular fitting region, which is in practice never the case.
We therefore take the radius as half the maximum diameter of the fitted region. Lastly, the size of the surrounding border
(ε) is chosen in such a way that the amount of pixels in the lesion and surrounding area are approximately similar if the
particular image allows this.

4.5.2 Results

On simulated data, our normalised features as described in (4.5) and (4.6) gave an average AUC = 0.95 ± 0.004.
Table 4.1 shows the results of a comparison between these and several feature sets that are increasingly similar to our
descriptors, thereby proving the value of each step in our methods. The first and second column show the estimate of the
first and second moment, the third column the acquired average AUC and the fourth column the P-value tested against
our reference features. Significance estimates were acquired by means of a Kruskal-Wallis rank test. On real data, our
normalised features as described in (4.5) and (4.6) obtained an average AUC of 0.65 +/- 0.07. Table 4.2 shows results of
to several other feature sets, in increasing complexity. Again, P-values were computed using a Kruskal-Wallis test. In a
third experiment, we averaged the feature output of lesions in CC and MLO images in order to reduce measuring errors.
In this setting, our normalised features obtained an AUC of 0.77 ± 0.09, compared to an AUC of 0.66 ± 0.12 using a
CC/MLO average of the feature described in the last row of table 1. This was found significant using a Kruskal-Wallis
test (p� 0.001). Ilustrations of the final feature spaces of the reference and normalised features are given in figure 4.3.
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Figure 4.3: Illustration of the Feature Space for Real Data, Averaged between CC and MLO

4.5.3 Discussion

In an ideal setting, we can see our descriptors fare well and vastly outperform the simple, commonly applied descriptors,
described in the first row of table 4.1. Even though the classification performance on real data is still relatively poor
using a single image, we can clearly see an improvement using the proposed descriptors, as is seen from table 4.2. The
progression to more complex descriptors as is presented in the tables, suggests that both a normalisation with respect to
the surrounding region and a normalisation with respect to scale are contributors to the improvement and that not only
the proposed estimate of the mean, but also the estimate of variance yields useful discriminative information. This can
also be seen from the plot of the feature space in figure 4.3, where two clearer clusters appear in the right image.

To make the estimates less susceptible to outliers, we have tried to replace the regular estimates of location and scale
with robust estimates. We tried using the median and winsorising to replace the standard estimate of location and we
used the inter quartile range, median absolute difference and Minimum Discriminant Covariance algorithm to generate
a robust estimate of the (co)variance. In the case of location, this yielded no difference and in the case of scale, this
performed significantly worse. Apart from applying the methods in the density image, we have also tried our method on
raw FFDM data, but both methods proved substantially worse in this setting, reaching a classification performance only
slightly above what one would expect from a random assignment of labels.

In our dataset, we found a difference in compresssion forces between the CC and MLO image. (Average compression
force CC: 160.9+/-33.94 and for MLO: 169.0+/-29.6), which was found significant by a two-sided t-test (p = 0.008).
Using the same intuition that cysts are more strongly compressend than solid lesions, one would expect a difference in
feature response between CC and MLO for cysts and that this difference grows stronger with discrepancy in compression.
Based on this intuition, we attemted to normalise feature difference based on a difference in compression force. This,
however, seriously decreased performance. We suspect there to be too much noise in the system for this to work properly.

4.6 Conclusion

In this chapter, we showed that by assuming a simple model of a tumour and its surrounding area, lesion features can
be derived that in the first place are invariant to tissue occluding the lesion and by assuming a parametric form of the
lesion, invariant to scale. We showed our model-derived features outperform several simple, heuristically chosen features,
typically applied in other systems. This is our first step on deriving model based descriptors. The model we use, assumes
the tumour grows in a specific, highly simplified way and has a simplified shape. In the data we observed so far, the
growth seems to hold. However the tumour in our database seem to have a very sharp gradient around the edges, but
the centre of the lesion appears flattened. In future work, it may be worthwhile to investigate different parametric forms
in the derivation of features. It can be shown that for spherical and ellipsoidal z-integrals, the skewness and kurtosis is
exactly the same (and invariant to scale) and therefore for our test problem not useful. For other structures however, these
can still prove useful, although derivation is quite cumbersome.
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Derivation of Second Moment
We would like to show that:

Cov[X + Y, Y ] = Cov[X,Y ] + V ar[Y ]

By definition of covariance, we have that:

Cov[X + Y, Y ] =
1

N

N∑
n=1

(
(X + Y )Y − (X + Y )E[Y ]− Y E[X + Y ] + E[Y ]E[X + Y ]

)
where we have dropped the indices for brevity. Isolating the summations, we find that:

=
1

N

N∑
n=1

XY + Y 2 − 1

N

N∑
n=1

(X + Y )E[Y ]− 1

N

N∑
n=1

Y E[X + Y ] +
1

N

N∑
n=1

E[Y ]E[X + Y ]

Because by definition E[X] = 1
N

∑N
n=1Xn for some random variable X and E[a] = 1

N

∑N
n=1 a = a for some constant

a, we can write this as:

= E[XY ] + E[Y 2]− E[Y ]E[X + Y ]− E[Y ]E[X + Y ] + E[Y ]E[X + Y ]

The forth and the fifth term cancel out. Using the identity E[X + Y ] = E[X] + E[Y ], we see that

= E[XY ] + E[Y 2]− E[Y ]E[X]− E[Y ]2

since we know that V ar[X] = E[X2]− E[X]2, this is equal to

= E[XY ]− E[Y ]E[X] + V ar[Y ]

and therefore
= Cov[X,Y ] + V ar[Y ]
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Discriminating solitary cysts from solid
lesion in mammography using a deep
convolutional neural network

Appeared in:
Discriminating solitary cysts from soft tissue lesions in mammography using a pretrained deep convolutional neu-
ral network. - Thijs Kooi, Bram van Ginneken, Ard den Heeten and Nico Karssemeijer. Medical physics 44.3 (2017):
1017-1027.

Abstract
Purpose It is estimated that 7% of women in the western world will develop palpable breast cysts in their lifetime. Even
though cysts have been correlated with risk of developing breast cancer, many of them are benign and do not require
follow-up. We develop a method to discriminate benign solitary cysts from malignant masses in digital mammography.
We think a system like this can have merit in the clinic as a decision aid or complementary to specialised modalities.

Methods We employ a deep Convolutional Neural Network (CNN) to classify cyst and mass patches. Deep CNNs
have been shown to be powerful classifiers, but need a large amount of training data which for medical problems is often
difficult to come by. The key contribution of this chapter is that we show good performance can be obtained on a small
dataset by pretraining the network on a large dataset of a related task. We subsequently investigate the following: (1)
when a mammographic exam is performed, two different views of the same breast are recorded. We investigate the merit
of combining the output of the classifier from these two views. (2) We evaluate the importance of the resolution of the
patches fed to the network. (3) A method dubbed tissue augmentation is subsequently employed, where we extract normal
tissue from normal patches and superimpose this onto the actual samples aiming for a classifier invariant to occluding
tissue. (4) We combine the representation extracted using the deep CNN with our previously developed features.

Results We show that using the proposed deep learning method, an Area Under the ROC Curve (AUC) value of 0.80
can be obtained on a set of benign solitary cysts and malignant mass findings recalled in screening. We find that it works
significantly better than our previously developed approach by comparing the AUC of the ROC using bootstrapping. By
combining views, the results can be further improved, though this difference was not found to be significant. We find no
significant difference between using a resolution of 100 versus 200 micron. The proposed tissue augmentations give a
small improvement in performance, but this improvement was also not found to be significant. The final system obtained
an AUC of 0.80 95% with confidence interval [0.78, 0.83], calculated using bootstrapping. The system works best for
lesions larger than 20mm where it obtains an AUC value of 0.87.

Conclusion We have presented a Computer Aided Diagnosis (CADx) method to discriminate cysts from solid lesion
in mammography using features from a deep Convolutional Neural Network (CNN) trained on a large set of mass candi-
dates, obtaining an AUC of 0.80 on a set of diagnostic exams recalled from screening. We believe the system shows great
potential and comes close to the performance of recently developed spectral mammography. We think the system can be
further improved when more data and computational power becomes available.
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Figure 5.1: Typical examples of malignant masses (top row) and benign solitary cysts (bottom row) in our dataset. Each
patch captures 5.2cm or 260 pixels at a resolution of 200 micron. Cysts are fluid filled sacs and part of normal tissue
and malignant masses are signs of cancer and require follow up examination. Unfortunately, they are often difficult to
distinguish during mammography screening meaning cancers can be missed or women are recalled unnecessarily for a
follow up exam. We are developing a Computer Aided Diagnosis (CADx) method to discriminate malignant masses from
benign cysts in mammography.

5.1 Introduction

It is estimated that 7% of women in the western world will develop palpable breast cysts in their lifetime. Even though
cysts have been correlated with risk of developing breast cancer [62], many of them are benign and do not require follow-
up. On mammography, benign cysts and solid lesion can be difficult to discriminate and consequently, many women are
being recalled unnecessarily for a second diagnostic exam or core needle biopsy. Literature suggest 20% [72] to 37%
[240] of recalls can be attributed to benign solitary cysts. False positives have been shown to cause severe psychological
stress up to three years after diagnosis, sometimes as high as women diagnosed with breast cancer [26].

To better differentiate between findings, ultrasound is commonly used in diagnostic exams, but this is typically not
available during screening. In a recent study, Erhard et al. [72] employed spectral mammography, an extension of mam-
mography utilising two energy thresholds with a single exposure, which allows measuring attenuation and consequently
cystic and lesion volume accurately. Two features are computed, the first based on the ratio of cystic against lesion vol-
ume and a second one measuring the cystic diameter. A Linear Discriminant Analysis (LDA) is subsequently used for
classification. Their method obtained an Area under the ROC Curve (AUC) of 0.88 with a median specificity of 56% at
99% sensitivity. The authors estimate the employment of their method in the clinic would result in a reduction of 32% of
recalls based on well-defined solitary lesions and an overall reduction in recall of 6% [72].

In this chapter, we present a CADx system to discriminate benign cysts from solid lesion in regular digital mammog-
raphy. The key contribution is showing that a deep Convolutional Neural Network (CNN) can be used effectively on a
small data set by pretraining the network on other data. Contrary to related work [236, 263], the network is not pretrained
on natural images, but on a large dataset of soft tissue lesion candidates from a set of screening mammograms. Features
are extracted from the network and a second classifier is trained for the diagnosis task. The method is compared to the
only previously developed method for this problem, where a model of the cysts and solid lesions was applied to derive
two descriptors invariant to surrounding tissue.

During a mammographic exam two views of each breast are typically recorded and when radiologists evaluate a case,
the information in both is taken into account. We show that by combining these two views, better classification perfor-
mance can be obtained. We subsequently show that by augmenting samples with normal tissue from normal areas in the
breast higher performance can be obtained. Lastly, we combine the features extracted from the CNN with the previously
developed method to obtain our final results.

The method is evaluated on a large dataset of roughly 1000 malignant masses and 600 cysts. Typical examples of
masses and cysts in our dataset are shown in figure 5.1. To the best of our knowledge, this is the best performance
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Table 5.1: Overview of dataset. We used two different sets: (1) A large dataset of screening mammograms containing
normal exams and biopsy proven malignant masses (i.e., no cysts or other benign abnormalities) that was used to learn
the features from the CNN on and (2) a set of diagnostic exams referred from screening containing biopsy proven ma-
lignant masses and benign solitary cysts. For the first dataset, we used a separate validation set to optimise the CNN’s
hyperparameters on, the amount of training and validation samples are indicated as (# training/ #validation). Since the
second dataset is relatively small, we used nested cross-validation and hence no fixed validation or test set was employed.

Screening Exams (Hologic) Images Exams
Normal (73102/21913) (20000/8979)
Malignant masses (1487/342) (1000/205)
Diagnostic Exams (GE)
Malignant masses 1108 586
Solitary Cysts 696 370
Total 1804 956

reported in literature for this problem in digital mammography and the first method that investigates transfer between
related medical tasks in deep CNNs.

The rest of this chapter is divided in 5 sections. In section 5.2, we will provide an overview of the data. Section
5.3 will give details on the CNN setup and how data augmentation is applied, followed by a brief description of the
previously published method which we compare the CNN against. In section 5.4, we provide experimental details and
results, followed by a conclusion in section 5.5 and discussion in section 5.6.

5.2 Data
We make use of two different datasets. The first dataset concerns a large collection of screening mammograms obtained
from a screening program in The Netherlands (bevolkingsonderzoek midden-west) and recorded using a Hologic Selenia
digital mammography system at a resolution of 70 micron. All tumours are biopsy proven malignancies and annotated
under the supervision of a certified radiologist. The data was randomly split into a training and validation set on a patient
level. This dataset is used to pretrain the CNN.

The second set was used for retraining and producing the final results, which were obtained using nested cross-
validation with 8 inner and outer folds with all data split on a patient level. It consists of diagnostic exams of women who
were recalled in screening for a suspicious mass lesion. Again, all malignant lesions are biopsy proven. Images were
recorded using a GE Senograph 2000D(S) at an original resolution of 100 micron. All soft tissue lesions used in this
study were either marked as ductal carcinoma in situ, invasive ductal carcinoma or invasive lobular carcinoma. Masses
marked as lobular carcinoma in situ were removed from the dataset. All cysts in the dataset were classified as solitary
cysts by experienced radiologists. All images with multiple cysts were removed from the dataset, even though they were
recalled in screening. The dataset contained three cases with a breast implant, which were removed from the set as well.

In both datasets, we extracted patches of 260×260 at 200 micron, or 5.2cm per patch (unless mentioned otherwise in
the experiments section). The centre of each patch was taken as the mean x and y values of a contour drawn by research
assistants under the supervision of experienced radiologists.

5.3 Methods

5.3.1 Pretraining Deep Convolutional Neural Networks

Many deep learning applications enjoy gains in terms of improved accuracy or lower training times by employing a net-
work trained on large annotated datasets such as ImageNet [220] and subsequently applying it off-the shelf or finetuning
it for the particular task [198, 195], in particular when training data for the actual task is scarce. A similar strategy was
also used for several medical problems [8, 46, 121, 234, 236].
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Figure 5.2: Examples of false positive (top row) and true positive (bottom row) lesion candidates. Since the set of solitary
cysts and malignant masses is relatively small compared to the amount of data deep neural networks typically need, we
first train a network on a big set of mass candidates taken from a large database of screening mammograms.

An arguable downside of using a network trained on natural images is that the input data is significantly different.
Natural images often have three channels, whereas medical images can have any format, ranging from grey scale to vol-
umetric, meaning channels need to be copied thereby wasting network parameters. Also, learned invariance properties
may not transfer well or may not have been learned from the source dataset. For instance, objects classes in natural
images are typically invariant to linear intensity changes, whereas many medical imaging problems are not. Conversely,
natural objects are generally not rotation invariant and tumours in mammography are to some extent. Learning features
on a large dataset of a more related task could therefore make transfer easier.

Although annotated data of abnormalities in many medical imaging problems is often difficult to come by, normal
data can be far more ubiquitous. A possible approach to initialise a network would be to simply train a set of stacked
Autoencoders on randomly selected normal samples and subsequently finetune the network for the real classification task.
The actual information in normal samples, however, may be low and many weights in the network will be dedicated to
represent structure without any discriminative power for the actual problem. Instead, we propose to train fully supervised
on a large set of mass candidates: patches found by a candidate detector to resemble masses, extract feature representa-
tions from the network and learn a new classifier for diagnosis.

To this end, we use a large dataset of unprocessed screening mammograms. All images are log-transformed and in-
verted and the breast and pectoral muscle area are segmented. We subsequently extract five texture features, two looking
for the centre of a focal lesion, two designed to spot spiculae, characteristic of malignant soft tissue lesions and a last
feature capturing the optimal response in scale-space [142]. An ensemble of five Multi Layered Perceptrons (MLPs)
is then trained on this feature set. Normal pixels for the training set are sampled randomly from normal parts in the
segmented breast area, positive datapoints are sampled densely from a circle of constant size, inside each annotated ma-
lignant mass. Pixels in all images are classified using the learned ensemble to form a likelihood image on which we
perform non-maximum suppression to generate a set of candidate locations for each image. Centred at each location we
extract patches, which are then used to train the deep CNN. Figure 5.2 shows examples of true and false positives the
network is trained with.

Rather than retraining the full network, we treat the CNN as a feature extractor and simply extract latent represen-
tations from the network by feeding cyst and mass patches and train a shallow non-linear classifier on this feature set.
This has as main advantage that the experiments can be run in cross-validation in reasonable time and that the hyperpa-
rameters of contemporary (’shallow’) classifiers such as Gradient Boosted Trees (GBT) are easier and faster to tune. The
latent representation can be accessed from any part in the network, but the dimensionality increases closer to the input
patch, imposing computational and memory problems. Instead, we focus on the last three layers. Figure 6.4 shows an
illustration of the network and the layers at which we extract features.

An arguable shortcoming of the deep neural network models is that prior knowledge, such as knowledge about invari-
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Figure 5.3: Illustration of the deep Convolutional Neural Network (CNN) employed. The network is trained on a large
dataset of potential mass regions from screening mammograms (see figure 5.2). Solitary cyst and malignant mass patches
from a diagnostic dataset are subsequently presented to the network and features are extracted from the hidden layers and
used for the diagnosis task. The network employed is similar to the one in [153, 149]. For brevity only the first feature
maps and fully connected layers used are shown. The exact architecture is described in section 5.4. Abbreviations fc1,
fc2 and fm7 refer to the fully connected layers, feature maps and their index.

ances to nuisance factors in the classification problem, other than translation, are difficult to encode into the architecture.
Rather, CNNs are typically fed with data that is transformed in such a way that it reflects as many possible variations
that we expect to see in the image in the hope that the network learns an invariant representation with respect to these
nuisance factors. The process of adding training samples this way is known as data augmentation. For natural images,
simple scaling, translation and colour transformations are typically applied, but for medical data, different sources of
variation are present. One of such sources is variation in the amount of tissue surrounding a tumour. All other things
being equal, the same tumour will look different on the mammogram if fibroglandular is added or removed. To simulate
different forms of occluding tissue, we propose to use tissue augmentation, where parenchymal patterns from different
images are added to the patch in a physically plausible fashion.

5.3.2 Tissue Augmentations
To perform tissue augmentation, we manually selected 200 patches from normal regions in mammograms of normal
breasts recorded with the same detector. In doing so, we made sure the patch was sufficiently far from the breast bound-
ary and that the full patch contained tissue (i.e., no pectoral muscle or boundaries of the breast). To perform realistic
augmentations, we make use of the following model of pixel value I(x) at 2D location x:

I(x) = e−h(x)µ(x) (5.1)

with h the height of the tissue and µ the linear attenuation coefficient. By taking the log and adding the augmentation
patch also in log space, super scripted a, to source image s we get

log[I(x)] = −hs(x)µs(x) +−ha(x)µa(x)

Therefore, physically plausible augmentations entail a simple addition. To prevent unrealistically thick patches, we
introduce a blending factor α that governs the amount of tissue added to the source patch:

log[It] = log[Is] + α log[Ia] (5.2)

Figure 5.4 shows several examples of normal patches (top row) which are added to the first image in the bottom row to
generate augmented patches shown in the rest of the bottom row. Each patch in the training set was blended with eight
randomly selected patches from the pool of normals. We have chosen to apply the tissue augmentations in the fine tuning
stage and not to the pretrained network, such that the effect of the α parameter can be evaluated more easily.

To the best of our knowledge, no methods have been published that tackle this specific problem in mammography.
We therefore compare the system to our own previous work, as described in [150] and the chapter 3 of this thesis.

5.4 Experiments

5.4.1 Deep CNN Learning Settings
The CNN was implemented in Theano [16]. We used VGG-like network architectures [246] that was similar to the
one employed in Kooi et al. [153, 149] with 2 additional convolutional layers. The model employs 3 × 3 kernels in
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Figure 5.4: Deep CNNs are largely problem agnostic methods. To make them learn the right invariance properties,
data augmentation is typically performed, where patches are transformed in such a way that they represent all possible
variation in the data. We propose a data augmentation method dubbed tissue augmentation, were we randomly select
normal tissue from normal areas in the breast and superimpose these over mass and cyst patches to simulate different
amounts of parynchemal tissue surrounding the lesions.
(Top row) Normal patches that are superimposed on the leftmost patch in the bottom row generating patch 2-4 in the
bottom row. We used a blending factor α = 0.4

7 convolutional layers with {16, 16, 32, 32, 64, 128, 128} feature maps, pooling on {2, 1, 2, 1, 2, 1, 2} and ReLU units
in all layers, except for the classification layer. Two fully connected layers with 300 units each were added. We have
experimented with deeper networks and more feature maps also but did not see an improvement in performance on the
validation set. We employed a binary cross-entropy loss which was optimised using ADAM [144] and a learning rate of
0.00005. Dropout [252] was applied to all fully connected layers with p = 0.5. We added an L2 norm with a weight of
0.00005 to all layers. Weights were initialised using the MSRA weight filler [113]. Early stopping was used using the
AUC on the validation set.

Since the dataset is heavily imbalanced, we generated two separate sets: one with all normal samples and one with all
malignant masses. We iterate through the set of normals, reading chunk by chunk from disk and hold the set of positives
in host RAM. For each minibatch of normals, we randomly sample an equal amount malignant masses from the set in
host RAM to maintain a 50/50 class ratio. The model trained for five days on a Titan X, 12 GB GPU. For our pretrained
network, we augmented each patch 16 times with scaling, translation and all 8 reflective symmetry permutations.

Patches were scaled between 0 and 1, when employing tissue augmentations the scaling factors were multiplied by
1 + α. Since some candidates occur at the border of the breast, we padded each mammogram with zeros.

5.4.2 Top Layer Learning Settings

For both the manual features and the features extracted from the CNN, we employed a Gradient Boosting Tree (GBT)
classifier [88] with a binomial deviance loss function:

L(y, h(x)) = log
[
1 + exp(−2yh(x))

]
(5.3)

a tighter upper bound on the zero-one loss and less susceptible to outliers than the exponential or squared loss. We em-
ployed nested cross-validation with 8 inner folds on the maximum depth and shrinkage and 16 outer folds for testing. We
used the square root heuristic for the maximum number of features. Data was split on a patient level to prevent any bias
in both inner and outer fold. In all settings, 100 estimators were used. A weight was used inversely proportional to the
class ratio to account for imbalance.
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Unnormalised Contrast Features
 AUC = 0.639 [0.608,0.668]
Normalised Contrast Features
 AUC = 0.64 [0.612,0.668]

Figure 5.5: ROC results plus a 95% confidence interval of the different sets of contrast features using only a single view.
Normalised features refers to the features in the previous chapter, unnormalised features as defined in equations (5.4) and
(5.5)

During screening, two images are typically recorded of each breast: a top-down view (CC) and side ways view
(MLO), which gives the radiologists additional information. To harness this information, we also experimented with
combining the classifiers posterior of the two different views. We evaluated two simple rules: mean and max. If only one
view is present or the lesion is only annotated in one of the two views, only this view was used.

5.4.3 Results
As was done in our previous work [150], we first compare the tissue normalised descriptors to two similar naive contrast
features: A simple estimate of the mean

E[Fz + ε]− E[ε] (5.4)

and variance:
V ar[Fz + ε]− V ar[ε] (5.5)

Figure 5.5 shows the ROCs of obtained with the different sets of contrast features. Figure 5.6 shows results obtained
when combining vies using the max rule. 95% Confidence intervals and p-values were computed using bootstrapping
[69] with 2000 bootstraps in all settings. We found no significant difference (p = 0.4456, mean difference 0.0017 with
95% confidence interval [−0.0306, 0.0325]) between the unnormalised and normalised features when using only a single
view, but did find a significant difference when combining them using the max rule (p = 0.0286).

Effect of the Depth We subsequently investigated the optimal level at which features can be extracted. When extract-
ing features deeper in the network, the size of the feature vector increases, thereby adding some computational burden,
so if two depths perform equal in terms of classification performance, the smaller representation is still preferred. Addi-
tionally, it gives insight into how ’transferable’ the latent representation is, i.e., if feature maps closer to the input give
optimal performance it would suggest the learned features are suitable for both tasks.

Table 5.2 shows the AUC values and a 95% confidence interval, obtained after retraining the network with features
extracted from the final fully connected layer (fc2), the first fully connected layer (fc1) and the last feature maps (fm7).
Single and combined refers to using only a single view and combining two views, as described earlier. We have exper-
imented with feature maps extracted deeper in the network but did not see a clear increase in performance. We found a
significant difference between the performance of last feature maps (fm7) and the normalised features, both using single
view and the combination (p = 0.01).

We did not find a clear difference between using the mean and max rule on this feature set and therefore only the
max rule is shown in the table. Although there is an improvement when going deeper and combining views, we also did
not find this to be significant in any combination. Figure 5.7 shows the ROC curves comparing the single and combined
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Unnormalised Contrast Features
 AUC = 0.674 [0.637,0.708]
Normalised Contrast Features
 AUC = 0.711 [0.677,0.744]

Figure 5.6: ROC results plus a 95% confidence interval of the different sets of contrast features when combining CC and
MLO views using the max rule.

Table 5.2: AUC values and 95% confidence interval obtained after extracting features from different layers in the network
using patch resolution of 200 micron and retraining a classifier for the task at hand. Abbreviations fc and fm indicate the
index of the fully connected layer and feature map, respectively. See figure 6.4 for an illustration. Image based refers to
the results obtained after classifying every lesion individually and exam based to the results obtained after combining the
output of the classifier for the CC and MLO of the exam.

Layer Nr of features Image based Exam based
fc2 300 0.741 [0.717, 0.764] 0.748 [0.715, 0.780]
fc1 300 0.744 [0.720, 0.767] 0.752 [0.719, 0.783]
fm7 21632 0.767 [0.747, 0.79] 0.773 [0.742, 0.802]

classification with features extracted from the final feature maps.

Effect of Resolution In the next setting, we extracted the cyst and mass patches at 100 micron rather than 200, but
kept using the same network trained at a resolution of 200. We used the fully convolutional approach described by Long
et al. [178] to also extract the representation from the fully connected layers. This test can give insight into two things: (1)
is there any possible additional information when going for a higher resolution and (2) what kind of features are actually
learned by the network. Table 5.3 show AUC values and 95% confidence intervals obtained after extracting features from
different layers in the network, this time retrained on patches of 100 micron. Results show the higher resolution gives
very marginal improvements, but they are not found to be statistically significant (p � 0.05) and considering the far
higher computational needs, we continued the rest of the experiments with the 200 micron patches.

Effect of Mixing We subsequently investigated the effect of the mixing parameter α. Table 5.4 shows AUC values
plus again a 95% confidence interval obtained after bootstrapping. Figure 5.8(a) shows the ROC curve obtained when
applying the best α (last row in table 5.4). Although we see an improvement using several values of α, we did not
find these to be significant when comparing them to the performance without (p = 0.9 for the best value, 0.0470 95%
confidence interval [0.0705, 0.0240]).

Table 5.3: AUC values and 95% confidence interval obtained after extracting features from different layers in the network
using patch resolution of 100 micron and retraining a classifier for the task at hand. Abbreviations fc and fm indicate the
index of the fully connected layer and feature map, respectively. See figure 6.4 for an illustration.

Layer Nr of features Image based Exam based
fc2 86700 0.762 [0.74, 0.784] 0.775 [0.74, 0.805]
fc1 86700 0.765 [0.742, 0.787] 0.775 [0.744, 0.805]
fm7 107648 0.769 [0.746, 0.791] 0.777 [0.745, 0.806]
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First feature Map, Single View
 AUC = 0.768 [0.746,0.79]
First Feature Map, Two Views
 AUC = 0.773 [0.742,0.802]

Figure 5.7: ROC curves plus 95% confidence interval obtained after using the features extracted from the last feature map
of the CNN. (final row in table 5.2)

Table 5.4: Performance of the system after tissue augmentation, varying the blending factor α (see section 5.3.2). The
second and third column show the mean AUC plus a 95% confidence interval obtained after bootstrapping.

α Image based Exam based
0.8 0.762 [0.739, 0.785] 0.779 [0.748, 0.810]
0.72 0.764 [0.741, 0.786] 0.785 [0.753, 0.816]
0.63 0.761 [0.738, 0.784] 0.784 [0.752, 0.814]
0.55 0.762 [0.739, 0.785] 0.783 [0.750, 0.813]
0.47 0.757 [0.734, 0.78] 0.777 [0.745, 0.807]
0.38 0.736 [0.712, 0.76] 0.755 [0.722, 0.786]
0.3 0.73 [0.706, 0.753] 0.749 [0.716, 0.781]
0.22 0.733 [0.709, 0.757] 0.75 [0.716, 0.782]
0.13 0.757 [0.735, 0.780] 0.777 [0.745, 0.807]
0.05 0.775 [0.753, 0.797] 0.795 [0.764, 0.824]

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Tissue Augmentation
 AUC = 0.795 [0.764,0.824]
Tissue Augmentation + Contrast
 AUC = 0.804 [0.776,0.832]

Figure 5.8: ROC curves obtained after using the features from the last feature map and tissue augmentation with α = 0.05
and the same configuration after combining it with the manually derived contrast features. We see small improvements
by combining the methods but these were not found to be significant.
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Table 5.5: Performance of the system for different lesion sizes. The second column indicates the amount of samples, with
the amount of malignant masses and benign solitary cysts between brackets. The third column show the performance for
different lesion sizes, using the α = 0.05, the fourth column the same system but with added contrast features.

Diameter range Nr of samples AUC AUC with contrast
0− 10mm 196 (43/25) 0.753 [0.624, 0.87] 0.776 [0.658, 0.878]
10− 13.5mm 192 (110/66) 0.826 [0.760, 0.884] 0.784 [0.713, 0.850]
13.5− 17mm 162 (132/87) 0.714 [0.643, 0.781] 0.835 [0.782, 0.885]
17− 20mm 109 (111/65) 0.805 [0.729, 0.875] 0.782 [0.707, 0.851]
20− 27mm 163 (136/89) 0.818 [0.757, 0.873] 0.810 [0.751, 0.866]
> 20mm 134 (54/38) 0.866 [0.788, 0.932] 0.826 [0.736, 0.904]

Figure 5.9: (Top row) Cysts that were classified as most like masses by the final system in single view mode.
(Bottom row) Malignant masses that were classified as most like solitary cysts by the final system in single view mode.
Very large cysts and very small masses are most difficult for the system. We suspect these are simply underrepresented
in the training set.

Effect of Combining with Contrast Features In an attempt to further increase the performance of the system, we
combined the normalised contrast features with the features extracted from the pretrained CNN by simply concatenating
the feature vectors. For this, we used the value of α found to be optimal in the previous experiment. We obtained an AUC
of 0.784 with 95% confidence interval [0.763, 0.805] for the single view setting and an AUC of 0.804 with confidence
interval [0.776, 0.832] when combining views. Plots of the ROC curves are provided in figure 5.8.

Effect of size Lastly, similar to Erhard et al. [72], we split the performance of the system over different sizes of
lesions. Results for the 200 micron case at fm7 are shown in table 5.5. The AUC for all lesions of size greater than
10mm was 0.806 with confidence interval [0.777, 0.834]. Figures 5.9 show the cysts and masses that were found to be
most difficult by the final system.

5.5 Discussion

From the ROC curves in figures 5.6 we can see the normalisations as described in section 4.3 improve performance when
combining views, but not for the single view case. This is contrary to what we found in previous work. Part of this can
be explained by the fact that the dataset used in this study is more difficult and in previous work only images were used
where two views were present.

It seems the improvement obtained when combining views is less when the method works better on a single view. We
believe a big part of this can be explained by the fact that the closer you get to the optimal information a system gets out
of a dataset, the more difficult it is to improve upon the results.
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From the results in table 5.2, we can see marginal improvements in performance when extracting latent representa-
tions deeper in the network. We have tried extracting features closer to the input as well, but did not see an increase in
performance. This suggests the tasks are related enough for easy feature transfer and is in contrast to results reported
when transferring between natural images and medical images [263], where retraining deeper has been shown to be ben-
eficial for several tasks. A downside of our approach is that the dimensionality of the feature vector increases the deeper
the features are extracted. We think retraining the full network could result in a minor performance increase, but due to
the difficulty of running this in cross-validation, we have chosen not to do this.

Interestingly, the performance was roughly similar at 100 micron. Since we did not see a very clear increase in per-
formance either, we have chosen to use the downscaled version only. However, the roughly equal performance gives the
idea that the features learned are not responding to any specific part but are more general texture descriptors useful for
mammography, which we think is an interesting finding. In future work, we plan to explore training a network on mass
candidates at 100 micron and subsequently retraining it for this task to see if the performance increases.

From the results in table 5.4 we see the tissue augmentations give a small amount of improvement for large values of α
and the most improvement over the baseline for an α = 0.05, though none of these improvements were found to be signif-
icant. In this study, we have shown results for all values of the mixing coefficient to get some insight into its performance
on a test set. When using the system, the parameter should be cross-validated, similar to the parameters of the classifiers.
We do believe that this will still give an improvement in performance. Similarly, we found the scaling factors to be an
important influence, for which we now choose one setting, but these can equally be cross-validated for better performance.

In recent years, several groups have started working on deriving networks invariant to basic geometric transformations
[28, 51, 60] possibly obviating the need for geometric data augmentation. We feel the tissue augmentations proposed are
particularly relevant, since it may prove to be difficult to derive networks invariant to this nuisance factor mathematically.

In comparison to a similar study performed with spectral mammography, a specialised modality, Erhard et al. [72]
obtained an AUC of 0.88. Their set contained only 62 solid and 52 cystic lesions. From the solid lesions, 15 were benign.
Similar to their study, we find the method works slightly better for larger lesions, though very small and very large lesions
are most difficult for the system (see figure 5.9). We suspect these are simply underrepresented in the training set and as
training data becomes more ubiquitous the performance will increase.

From the curves in figure 5.8, we can see that the performance already comes close to that reported by Erhard et al.
[72] and that part of the lesions can be filtered out and do not need to be recalled. We think the proposed deep CNN
approach shows great potential and even better results could be obtained. For instance, by looking at table 5.3 we can see
a very small increase in performance when using patches extracted at 100 micron. By using a network also pretraining
on mass candidates at a resolution of 100 micron and subsequently using the features from this network, we suspect the
results to be better and more information can be extracted from the patches. Unfortunately, the increased training time
is currently still prohibitive to execute this. Lastly, the context of the mammogram has not been taken into account yet.
When radiologists look at an exam, they will most likely not only consider a patch, but look at the image as a whole,
which could result in better diagnosis.

5.6 Conclusion

In this chapter, we have presented a Computer Aided Diagnosis (CADx) method to discriminate cysts from solid lesion in
mammography using features from a deep Convolutional Neural Network (CNN) trained on a large set of mass candidates,
obtaining and AUC of 0.8 on a set of mass candidates recalled from screening. We have compared the CNN based system
to our own previous work and only method published for this problem and have shown it outperforms this method.
Contrary to related work investigating transfer [236, 263], we do not use pretrained networks on natural images, but use
a large dataset from a more related task.

We have shown that by augmenting the patches with randomly sampled tissue from normal images, small improve-
ments in performance can be obtained. The final system works best for lesions larger than 20mm where it obtains an AUC
of 0.866. The AUC of the system comes close to the AUC obtained with the recently proposed spectral mammography
[72], which is promising. We also believe that with more data and more computational power, the performance can still
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be improved significantly.
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Chapter 6

Classifying symmetrical differences and
temporal change using deep convolutional
neural networks

To appear in:
Classifying Symmetrical Differences and Temporal Change for the Detection of Malignant Masses in Mammogra-
phy Using Deep Neural Networks - Thijs Kooi and Nico Karssemeijer - Journal of Medical Imaging, 2017

Abstract
We investigate the addition of symmetry and temporal context information to a deep convolutional neural network (CNN)
with the purpose of detecting malignant soft tissue lesions in mammography. We employ a simple linear mapping that
takes the location of a mass candidate and maps it to either the contra-lateral or prior mammogram and regions of interest
(ROI) are extracted around each location. Two different architectures are subsequently explored: (1) a fusion model em-
ploying two datastreams where both ROIs are fed to the network during training and testing and (2) a stage-wise approach
where a single ROI CNN is trained on the primary image and subsequently used as feature extractor for both primary and
contra-lateral or prior ROIs. A ’shallow’ gradient boosted tree (GBT) classifier is then trained on the concatenation of
these features and used to classify the joint representation.

The baseline obtained an AUC of 0.87 with confidence interval [0.853, 0.893]. For the analysis of symmetrical
differences, the first architecture where both primary and contra-lateral patches are presented during training obtained
an AUC of 0.895 with confidence interval [0.877, 0.913] and the second architecture where a new classifier is retrained
on the concatenation an AUC of 0.88 with confidence interval [0.859, 0.9]. We found a significant difference between
the first architecture and the baseline at high specificity with p = 0.02. When using the same architectures to analyze
temporal change we obtained an AUC of 0.884 with confidence interval [0.865, 0.902] for the first architecture and an
AUC of 0.879 with confidence interval [0.858, 0.898] in the second setting. Although improvements for temporal analysis
were consistent, they were not found to be significant. We feel the results show our proposed method is promising and
think performance can greatly be improved when more temporal data becomes available.
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6.1 Introduction
During a mammographic exam, images are typically recorded of each breast and absence of a certain structure around
the same location in the contra-lateral image will render an area under scrutiny more suspicious. Conversely, the pres-
ence of a similar tissue less so. Additionally, due to the annual or biennial organization of screening, there is a temporal
dimension and similar principles apply: the amount of tissue is expected to decrease, rather than increase with age and
therefore, novel structures that are not visible on previous exams, commonly referred to as priors, spark suspicion.

In medical literature, an asymmetry denotes a potentially malignant density that is not characterized as a mass or
architectural distortion. Four types are distinguished: (1) a plain asymmetry refers to a density lacking convex borders,
seen in only one of the two standard mammographic views, (2) a focal asymmetry is visible on two views but does not fit
the definition of a mass, (3) a global asymmetry indicates a substantial difference in total fibroglandular tissue between
left and right breast, (4) a developing asymmetry refers to a growing asymmetry in comparison to prior mammograms
[241, 294]. These types are generally benign, but have been associated with an increased risk [232] and are sometimes
the only manifestation of a malignancy. To the best of our knowledge, no relevant work has been done that compares
reader performance of malignancies with and without left and right comparisons, but asymmetry is often mentioned by
clinicians as an important clue, also to detect malignancies that are classified as a mass. The merit of temporal comparison
mammograms on the other hand has been well studied and is generally known to improve specificity without a profound
impact on sensitivity for detection [267, 32, 280, 216, 291].

Burnside et al. [32] analyzed a set of diagnostic and screening mammograms and concluded that in the latter case,
comparison with previous examinations significantly decreases the recall rate and false positive rate, but does not increase
sensitivity. Varela et al. [280] compared the reading performance of six readers and found the performance drops signifi-
cantly when removing the prior mammogram, in particular in areas of high specificity, relevant for screening. Roelofs et
al. [216] also investigated the merit of prior mammograms in both detection and assessment of malignant lesions. Their
results show performance was significantly better in the presence of a prior exam, but no more lesions were found. They
subsequently postulate priors are predominantly useful for interpretation and less so for initial detection. Yankakis et al.
[291] additionally investigate the effect of noticeable change in tissue in mammograms. They generated separate sets of
current-prior examination pairs with and without noticeable change and observed that recall rate, sensitivity and cancer
detection rate (CDR) are higher when change is noted, but specificity is lower, resulting in a higher false positive rate.

Symmetry is often used as a feature in traditional CAD systems detecting pathologies such as lesions in the brain
[174], prostate cancer [171] and abnormalities in the lungs [276]. Most research on mammographic asymmetries in-
volves the classification of a holistic notion of discrepancy rather than the incorporation of this information in a CAD
system [80, 35]. Published work on temporal analysis typically relies on the extraction of features from both current
and prior exams which are combined into a single observation and fed to a statistical learning algorithm [109, 269]. For
detection, an additional registration step is performed [268]. This has been shown to significantly increase performance
of the traditional, handcrafted feature based systems.

The vanilla CNN architecture is a generic problem solver for many signal processing tasks but is still limited by the
constraint that a single tensor needs to be fed to the front-end layer, if no further adaptations to the network are made.
Medical images provide an interesting new data source, warranting adaptation of methods successful in natural images.
Several alternative architectures that go beyond the patch level and work with multi-scale [77] or video [137, 194, 245]
have been explored for natural scenes. In these settings, multiple datastreams are employed, where each datastream rep-
resents, for instance, a different scale in the image or frames at different time points in a video. Similar ideas have been
applied to medical data, most notably the 2.5D simplification of volumetric scans [208, 219, 218].

In this chapter we extend previous work [152] and investigate the addition of symmetry and temporal information to
a deep CNN with the purpose of detecting malignant soft tissue lesions in mammography. We employ a simple linear
mapping that takes the location of a mass candidate and maps it to either the contra-lateral or prior mammogram and
regions of interest (ROI) are extracted around each location. We subsequently explore two different architectures

1. A fusion model employing two datastreams where both ROIs are fed to the network during training and testing.

2. A stage-wise approach where a single ROI CNN is trained on the primary image and subsequently used as feature
extractor for both primary and contra-lateral or prior ROIs. A ’shallow’ gradient boosted tree (GBT) classifier is
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(a) Primary (b) Secondary

(c) Primary (d) Secondary

(e) Primary (f) Secondary

Figure 6.1: Examples of symmetry pairs. Top row: Very suspicious malignant lesion, regardless of its contra-lateral
counterpart.
Middle row: Malignant lesion that is more suspicious in the light of its contra-lateral image.
Bottom row: Normal structure that is less suspicious in the light of its contra-lateral image.
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Figure 6.2: Examples of temporal pairs. The right column represents the current and the left column the prior image it is
compared with, using the mapping described in section 6.2.2

subsequently trained on the concatenation of these features and used to classify similar concatenations of features
in the test set.

Examples of symmetry pairs are show in figure 6.1. Figure 6.2 shows several examples of temporal pairs.

To the best of our knowledge, this is the first CAD and deep learning approach incorporating symmetry as a feature
in a CAD system and the first CAD system exploring deep neural networks for symmetry and temporal comparison.
Even though the methods are applied to mammography, we feel results may be relevant as well for other medical image
analysis tasks, where classification of anomalies that occur unilaterally or develop over time is important, such as lung,
prostate and brain images.

The rest of this chapter is divided into 5 sections. In the following section, we will outline the data pre-processing,
candidate detector and linear mapping used. In section 6.3 the deep neural architectures will be described followed by
a description of the data and experimental setup in section 6.4. Results will be discussed in section 6.5 and we will end
with a conclusion in section 6.6.

6.2 Methods

6.2.1 Candidate Detection
We generally follow the candidate detection setup described in Kooi et al. [153]. To get potential locations of lesions
and extract candidate patches, we make use of a popular candidate detector for mammographic lesions [142]. It employs
five features based on first and second order Gaussian kernels, two designed to spot the center of a focal mass and two
looking for spiculation patterns, characteristic of malignant lesions. A final feature indicates the size of optimal response
in scale-space. We subsequently apply a random forest [24] classifier to generate a likelihood map on which we perform
non-maximum suppression. All optima are treated as candidates and patches of 250× 250 pixels, or 5 cm at 200 micron,
are extracted around each center location. Since many candidates are too close to the border to extract full patches, we
pad the image with zeros.

For data augmentation, we follow the scheme described in Kooi et al. [153]. Each patch in the training set containing
an annotated malignant lesion is translated 16 times by adding values sampled uniformly from the interval [−25, 25] (0.5

58



CHAPTER 6. CLASSIFYING SYMMETRICAL DIFFERENCES AND TEMPORAL CHANGE USING DEEP
CONVOLUTIONAL NEURAL NETWORKS

(a) Primary Image

(b) Prior Image (c) Contra-lateral Image

Figure 6.3: To incorporate symmetry and temporal information, we make use of a simple mapping, based on two coor-
dinates indicated by the end points of the yellow line. (a) A Region Of Interest (ROI) represented by the green box is
extracted around a potential malignant lesion location, indicated by the green dot, found by a candidate detector. The lo-
cation is subsequently matched to either the prior (b) or the contra-lateral image (c). We explore two deep Convolutional
Neural Network (CNN) fusion strategies to optimally capture the relation between contra-lateral and prior images.

cm) to the lesion center. Each original positive patch is scaled 16 times by adding values sampled uniformly from the
interval [−30, 30] (0.6 cm) to the top left and bottom right of the bounding box. All patches, both positive and negative
are rotated using four 90 degree rotations. This results in (1 + 16 + 16)4 = 132 patches per positive lesions and 4 per
negative. In practice, these operations are computed on the fly during training, to prevent large datasets on disk. After
candidates have been generated, locations are mapped to the same point in the contra-lateral image or the prior.

6.2.2 Mapping image locations

Finding corresponding locations between two mammograms is a challenging problem due to two main factors: (1) apart
from the nipple and chest wall, which may not always be visible, there are no clear landmarks to accommodate fea-
ture based registration and (2) the transformation is highly non-linear. Before the mammogram is recorded the breast
is deformed strongly: the viewing area is optimized and dose is minimized by stretching the breast. Additionally, the
compression plates may not always touch the breast at the same location causing some movement of tissue within the
breast.

A comparative study between several commonly applied registration methods by Van Engeland et al. [274] found
a simple linear approach based on the position of the nipple and center of mass alignment outperformed more complex
methods such as warping. We propose a similar approach based on two landmarks. To obtain these points, the whole
breast area is first segmented using simple thresholding, followed by a linear hough transform to segment the pectoral
muscle [138], in the case of an MLO image. The row location of the front of the breast (an approximation of the nipple
location) p1 is subsequently estimated by taking a point on the contour of the breast with the largest distance to the line
output by the hough transform. A column point in the pectoral muscle or chest wall p2 is taken by drawing a straight line
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from this point perpendicular to the fit output by the hough transform. The lesion center in the image under evaluation
q = (qr, qc)

T , where qr and qc denote the row and column location, respectively, is subsequently mapped to the estimated
lesion center q′ in the contra-lateral or prior image according to:

q′ = q− p + p′ (6.1)

with p = (p1, p2)T and p′ = (p′1, p
′
2)T the same points in the contra-lateral or prior mammogram. In other words, we

simply clamp the x-distance to the chest wall and the y-distance to the estimated location of the nipple. An example is
provided in figure 6.3.

Since most CNN architectures induce a decent amount of translation invariance, the mapping does not need to be very
precise. To further mitigate mapping errors, we introduce a form of data augmentation by mapping each location in the
image in question to 64 different points in the comparison mammogram by sampling the location from a Gaussian with
zero mean and 10 pixel standard deviation.

6.3 Fusion architectures
Partly inspired by the work of Karpathy et al. [137], we propose to add the contra-lateral and (first prior) temporal
counterparts of a patch as separate datastreams to a network. In principle, the datastreams can be merged at any point
in the network, with simply treating the additional patch as a second channel the extreme case. Neverova et al. [194]
postulate the optimal point of fusion pertains to the degree of similarity of the sources, but to the best of our knowledge
no empirical of theoretical work exists that investigates this. We evaluate two architectures:

1. A two-stream network where kernels are shared and datastreams are fused at the first fully connected layer. Figure
6.4 provides an illustration of this network.

2. A single patch, single stream network is used as a feature extractor by classifying all samples in the training
and test set and extracting the latent representation of each patch from the first fully connected layer xfc1 of the
network. This feature representation of the primary and either contra-lateral or prior ROI are concatenated and
fed to a ’shallow’ GBT classifier to generate a new posterior that captures both symmetry or (first prior) temporal
information.

The second approach is far easier to train, since it does not entail re-optimizing hyperparameters of a deep model, which
is tedious and time consuming. A downside is that the kernels effectively see less data and are therefore potentially less
optimal for the task. Additionally, the second setup is more prone to overfitting. We will elaborate on this in the discus-
sion.

In general, there are a lot less temporal than symmetry samples because they require two rounds of screening and
symmetry samples only one. To compare these architectures, we could simply take a subset of the data where each
current exam has both a contra-lateral and prior counterpart. Unfortunately, this yields a relatively small number of
positive samples and in early experiments, we found the (base) performance to be very marginal and not sufficient to
provide a fair comparison. We therefore view missing prior exams simply as missing data. Although missing data has
been well studied in the statistics community [4], relatively little has been published with respect to discriminative models.

In the context of recurrent neural networks (RNNs) [105, 107, 169], several imputation methods have been explored
[36, 170]. Lipton et al. [170] investigate two imputation strategies: zero-imputation, where missing samples are simple
set to zero and forward-filling that sets the missing value to the value observed before that. Their results show zero
imputation with missing data indicators works best, but no significance analysis is performed. In a similar spirit we
explore two strategies

1. use a black image when no prior is available. When a woman skipped a screening round, we map the image to the
exam four years before the current or add a black image if this is absent.

2. use the image from the exam four years before the current image and use the current when no prior is available.

The first approach carries some additional information, in the sense that the absence of a prior may also increase the
likelihood that an exam is positive, since more cancers are typically found in the first round of screening. In the second
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Figure 6.4: To learn differences between left and right breast and temporal change around a candidate location, we use a
two-stream Convolutional Neural Network (CNN). The first stream has as input a patch centered at a candidate location,
the second stream a patch around the same location in either the contra-lateral image or the prior, using the mapping
depicted in figure 6.3. All weights are shared across streams and feature maps are concatenated before the first fully
connected layer.

Table 6.1: Overview of the data used for training, validation and testing. Findings refers to the amount of candidates
(before data augmentation). Number are separated by ’/’ where the first number indicates the amount for training, the
second the amount for validation and the third the amount for testing.

Findings Cases
Masses 869/210/470 796/189/386
Normal 200982/54566/74799 3111/1482/1137

setting, it is difficult for the network to distinguish pairs where no change is observed and pairs where simply no prior is
available. To add symmetry and temporal information simultaneously, both architectures can trivially be extended with
a third stream. However, this requires some additional engineering and we therefore restrict this study to learning two
separate models and will propose ways to extend this in the discussion.

6.4 Experiments

6.4.1 Data
Our data was collected from a mammography screening program in The Netherlands (Screening Mid-West) and was
recorded with a Hologic Selenia mammography device at an original resolution of 70 micron. All malignant masses were
biopsy proven and annotated using contours drawn under the supervision of experienced radiologists. A candidate was
considered positive, if the locations was in or within 0.7 cm from an annotated malignant lesion. Before presentation
to the human reader, the image is typically processed to optimize contrast and enhance the breast periphery. To prevent
information loss, we work on the raw images instead and only apply a log transform which results in a representation in
which attenuation and pixel values are linearly related. The images are subsequently scaled to 200 micron using bilinear
interpolation.

Our dataset consists of 18366 cases of 18366 women. Each case comprises of one or more exams taken at intervals of
two years, unless a women skipped a screening. Each exam again consists of typically four images: a craniocaudal and
mediolateral oblique view of each breast. We generated training, validation and test set by splitting on a case level, i.e.,
samples from the same patient are not scattered across sets. We took 65% for training, 15% for validation and 25% for
testing. An overview of the data is provided in table 7.1.

6.4.2 Learning settings and implementation details
The networks were implemented in TensorFlow [1] and generally follow the architecture used in Kooi et al. [153]. We
employed VGG-like [246] architectures with 5 convolutional layers with {16, 16, 32, 32, 64} kernels of size 3 × 3 in all
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layers. We used ’valid’ convolutions using a stride of 1 in all settings. Max pooling of 2 × 2 was used using a stride of
1 in all but the final convolutional layer. Two fully connected layers of 512 each were added. Weights were initialized
using the MSRA weight filler [113], with weight sampled from a truncated normal, all biases were initialized to 0.001.
We employed ELU’s [49] as transfer functions in all layers. Learning rate, dropout rate and L2 norm coefficient were
optimized per architecture. Remaining hyperparameters of all models were optimized on a separate validation set using
random search [15].

Since the class ratio is in the order of 1/10000, randomly sampling minibatches will result in very poor performance
as the network will just learn to classify all samples as negative. We therefore applied the following scheme. We gener-
ated two separate datasets, one for all positive and one for all negative samples. Negative samples are read from disk in
chunks and all positive samples are loaded into host RAM. During an epoch, we cycle through all negative samples and
in each minibatch take a random selection of an equal amount of positives, which are subsequently fed to GPU where
gradients are computed and updated. This way, all negative samples are presented in each epoch and the class balance is
maintained. Each configuration trained for roughly 10 days on a TitanX 12 GB GPU.

For the shallow model, we employ Gradient Boosted Trees (GBT) [88] using the excellent XGBoost implementation
[39]. We cross-validated the shrinkage and depth using 16 folds. Further parameters were tuned on a fixed validation set
using a coordinate descent like scheme. Since the last fully connected layer has size 512, the input to the GBT comprised
of 512 features for the single patch setting and a feature vector of 1024 in the symmetry and temporal setting.

6.4.3 Results

Given the results from clinical literature regarding the merit of priors, we focus our results on the classification of candi-
dates and therefore only present ROC curves, rather than FROC curves that are commonly used for detection. To obtain
confidence intervals and perform significance testing, we performed bootstrapping [70] using 5000 bootstraps. All curves
shown are the mean curve from these bootstrap samples using cubic interpolation. The baseline obtained an AUC of 0.87
with confidence interval [0.853, 0.893].

Figure 6.5 shows the results of the single ROI baseline, and the fusion architectures as described in section 6.3 applied
to the symmetry comparison. The first architecture where both patches are presented during training obtained an AUC
of 0.895 with confidence interval [0.877, 0.913] and the second architecture where a new classifier is retrained on the
concatenation and AUC of 0.88 with confidence interval [0.859, 0.9]. We find significant difference at high specificity on
the interval [0, 0.2], p = 0.02 between the first architecture and the baseline, but no significant difference on the full AUC
(p = 0.14). For the second architecture we did not find a significant difference between either the baseline or the first
architecture.

Figure 6.6 shows the results of the single ROI baseline and the fusion architectures applied to the temporal comparison.
We first investigated the difference between the two different strategies to handle missing priors. The approach using the
same image obtained an AUC of 0.873 with confidence interval [0.854, 0.892], the approach using the black image for
missing priors an AUC of 0.884 with confidence interval [0.866, 0.902]. We did not see a significant difference between
the strategies p >> 0.05, however, the strategy where the black image was used has a higher AUC and we have decided
to use this to compare the fusing architectures.
The first architecture where both patches are presented during training obtained an AUC of 0.884 with confidence interval
[0.866, 0.902] and the second architecture where a new classifier is retrained on the concatenation an AUC of 0.879 with
confidence interval [0.858, 0.898]. We did not find a significant difference between any of the architectures p >> 0.05,
but improvements were found to be consistent during early experiments. Results will be discussed in the following
section.

6.5 Discussion

From the curves in figure 6.5 and 6.6 we can see both symmetry and temporal data improve performance, but only see
marginal improvements with temporal data. The curves also show the scheme where both ROIs are fed to a single network
(architecture (1) in section 6.3) works best. As mentioned in section 6.3, architecture (2) has the advantage that no new
networks need to be trained which can take several months to do properly for large datasets. Two disadvantages, however,
are that (1) the kernels in the network (parameters up to the first fully connected layer) effectively see less data. In the
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Figure 6.5: ROC curves of the baseline CNN using a single ROI and the two fusing architectures described in section 6.3
when presented with the contra-lateral ROI.
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Figure 6.6: (a) ROC curves of the baseline CNN using a single ROI and the two strategies to handle missing prior images
both using architecture 1. (b) ROC curves of the baseline CNN using a single ROI and the two fusing architectures
described in section 6.3 when presented with the prior ROI and black image strategy.
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first architecture, even though the kernels are shared, they are trained on both the primary and either symmetry or prior
patch and therefore better adjusted to the task. (2) Overfitting is a much bigger issue: since the features are learned on
most of the data the models are trained on, the cross-validation procedure of the GBT often gave a strong underestimate
of the optimal regularization coefficients (depth, shrinkage in the case of the GBT), resulting in strong gaps between train
and test performance. Optimizing this on a fixed validation set did not result in much better performance. We have tried
extracting features from deeper in the network to mitigate this effect but found lower performance.

Since many exams do not have a prior, we explored two strategies to fill in this missing data. In the first setting, we
used a black image when no prior image was available and in the second strategy, the same image as the current was used.
From the curves in figure 6.6 we can see that in the first setting the prior ROI does add some information and therefore
this approach is at least not detrimental to performance. In the second setting, however, we do not see an increase. A
possible advantage of the first approach is that it carries some additional information: the number of tumors found in the
first screening round is often higher, when using imputation methods mentioned by Lipton et al. [169] this information
is effectively lost. As also mentioned in section 6.3, the disadvantage of the second approach is that it is difficult for the
network to distinguish between malignant mass-no prior pairs and malignant mass-malignant mass pairs, since no change
is typically associated with normal tissue.

In clinical practice, radiologists sometimes look back two studies instead of one, when comparing the current to the
prior. Since this requires three screening rounds, this reduces the size of our dataset again, if we want to emulate this and
more prior ROIs need an imputed image. Ideally, the neural network architecture should accommodate a varying set of
priors. In early experiments, we have explored the use of Recurrent Neural Networks [105, 107, 169], a model designed
for temporal data that can be trained and tested on varying input and output sizes. We did not see a clear improvement in
performance, but plan to explore this idea more in future work. Since this model can work with varying length inputs, it
also provides an elegant way to handle missing prior exams.

In this study, we have trained all networks from scratch. Since the rudimentary features that are useful to detect cancer
in one view are expected to be almost as useful when combining views, a better strategy may be to initialize the symmetry
or temporal two-stream network with the weights trained on a single ROI. Similarly, since we expect similar features are
useful to spot discrepancies between left and right breast as to spot differences between time points, the temporal network
could be initialized with the network trained on symmetry patches or the other way around. Due to time constraints this
was left to future work, but we suspect an increase in performance.

We have compared two different fusion strategies. As mentioned in section 6.3, the datastreams can in principle be
fused at any point in the network, as done by Karpathy et al. [137]. However, there is no guarantee that different architec-
tures perform optimal using the same hyperparameters. For instance, the weight updates of lower layers change if fusion
is performed at different points higher in the network. In particular, the learning rate is often found to be important and
we feel comparison rings somewhat hollow if no extensive search through the parameter space is done. Since a model
typically trains for roughly a week, this is infeasible with our current hardware and we have decided to focus on the two
presented models.

Since the focus of this chapter is the presentation of two fusion schemes for adding symmetry and temporal informa-
tion to a deep CNN, we have presented separate results for each. In practice, when using a CAD system to generate a label
for a case, these should be merged into one decision. As mentioned in section 6.3, extending the network with a third
datastream is trivial. However, this limits the application to cases where both prior and contra-lateral image are available.
In our method, we have added a black image, where priors where not available and a similar approach could be pursued
in this setting. Another option would be to train a third classifier on top of the latent representation from separate CNNs
or the posterior output by separate CNNs, possibly using a missing data model. Since training deep neural networks and
optimizing hyperparameters takes a lot of time, we have left this for future work.

6.6 Conclusion

In this chapter we have presented two deep Convolutional Neural Network (CNN) architectures to add symmetry and
temporal information to a Computer Aided Detection (CAD) system for mass candidates in mammography. To the best
of our knowledge, this is the first approach exploring deep CNNs for symmetry and temporal classification in a CAD
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system. Results show improvement in performance for both symmetry and temporal data. Though in the latter case gain
in performance is still marginal, it is promising and we suspect that when more data becomes available, performance will
significantly increase. Although the methods are applied to mammography, we think results can be relevant for other
CAD problems where symmetrical differences within or between organs are sought, such as lung, brain and prostate
images or CAD tasks where temporal change needs to be analyzed, such as lung cancer screening.
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An integrative probabilistic framework for
computer aided detection of breast cancer in
mammography

Thijs Kooi, Jan-Jurre Mordang, Peter Schulam, Ritse Mann, Nico Karssemeijer and Suchi Saria
In preparation

Abstract
Deep convolutional neural networks (CNNs) have become the model of choice for problems in natural image analysis
and the past three years research on medical image analysis is following suit. One difficulty is that medical data is
typically too large to feed to a network as a whole and consequently, computer aided detection (CAD) systems have
a candidate detection phase to pinpoint salient regions of interest and a classification stage that outputs a score of the
particular region. A downside of this approach is that it ignores all context information and any potential interactions
between these individual findings. In this chapter, we present a general framework based on a conditional random field
(CRF), a model trained on top of the output of different specialized detectors to model interactions between findings. We
subsequently propose a method to generate labels for an entire exam, rather than individual findings. The CRF is applied
to the detection of breast cancer in mammography and trained on top of state-of-the art mass and calcification detection
systems. Results show the model outperforms a state-of-the art system that only works on individual patches. The model
is general and can easily be extended with other factors or applied to other CAD problems.
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BREAST CANCER IN MAMMOGRAPHY

7.1 Introduction

Over the past two years, systems for computer aided detection and diagnosis (CAD) have made a complete shift from us-
ing manually defined features to pipelines using deep learning, in particular deep Convolutional Neural Networks (CNN)
[172, 108, 74]. These systems made significant improvements upon existing systems [153, 233, 46]. Except for images
like color fundus scans [108], or pictures of potential melanoma [74] data is typically too large to feed to a network as a
whole. In the case of mammography, a single image can easily contain six million pixels, there are usually four images
per exam and multiple exams in a case. Since most of the task relevant information is in-and-around a patch centered
at a potential malignancy, feeding the whole case to the CNN effectively decreases the signal to noise ratio, making the
problem more difficult to learn. Consequently, many contemporary CAD systems have a detection phase to pinpoint
salient regions of interest (ROI) and a classification stage that outputs a score of the particular region [236, 46, 153]. A
major downside of this approach is that it ignores all context information and any potential interactions between these
individual findings.

Breast cancer has two main manifestations on mammography: malignant soft tissue lesions or masses and calcifica-
tions and individual systems are typically developed for each. Microcalcifications are small calcium deposits, originating
within the milk ducts and may be associated to ductal carcinoma in-situ or even invasive breast cancer. However, whether
they are associated with malignant disease is not easy to determine as many benign changes in the breast present with
microcalcifications that strongly resemble the appearance of a malignant disease. Similarly, benign lesions such as cysts,
lymph nodes or fibroadenomas can resemble malignant masses, especially when looked at in isolation. On histology,
50 to 80% of masses are found to also contain calcifications and the presence of both findings reinforces the level of
suspicion of each individual finding.

On top of the interactions within an image, information outside of the inspected image needs to be taken into account.
During a mammographic exam, four images are recorded: a Craniocaudal (CC) or top down view and a Mediolateral
Oblique (MLO) or sideways view of each breast. Since screening is typically performed annually or biennially, the struc-
ture is augmented with a temporal dimension, all of which contribute to the judgment of readers [267, 32, 280, 216, 291].
To advance the state-of-the art in CAD, systems need to be developed that work on exams and harness all possible infor-
mation in each image.

Probabilistic Graphical Models (PGMs) [148] facilitate a general framework to reason about different sources of in-
formation. PGMs encode a set of independence assumptions between random variables, which are commonly visualized
in a graph, hence the name graphical model. Directed models or Bayesian networks, found successful application in
early expert systems for medical diagnosis such as the MYCIN system. Markov Networks [285] and in particular Condi-
tional Random Fields (CRF) [161, 159, 258] are popular models in the computer vision community for reasoning about
interactions, such as refining segmentations [91, 239, 92] and object detection [210]. CRFs have recently seen a surge of
new interest with several papers showing they can be trained jointly with deep neural networks [40, 231, 165, 299] and
have also been applied to medical data [136]. However, they are typically used for segmentation problems in this domain.

The application of PGMs to mammography is not new. In 2009 Burnside et al. [31] already presented a system based
on a Tree Augmented Naive Bayes (TAN) [89] model, fed with radiologists findings from mammograms and additional
patient covariates such as age, hormone therapy and family history. The network is shown to outperform a set of eight
certified radiologists in a retrospective study on the interpretation of nearly 50000 mammographic exams. A downside
of this approach is that the TAN is generative and hence requires good approximations of the data distribution. When
modeling raw images, this distribution is very high dimensional and therefore complicated to work with. Discriminative
models such as deep CNNs circumvent this problem by directly modeling the posterior distribution.

To the best of our knowledge, the only work on combining individual mass findings in a single image was done by
Velikova et al. [282, 283], who used a noisy-OR CPD, a type of independence of Causal Influence (ICI) model [114] that
approximates the distribution over classes by individually trained models that act through OR gates on the class variable.
Though multi-focal mass lesions occur, finding more suspicious mass sites does not make the image more suspicious in
general, contrary to pathologies such as diabetic retinopathy, where scores of individual detections can be accumulated
[196]. A problem with the noisy-OR model, is that it accumulates evidence, i.e., the more individual findings, the higher
the posterior for the full image. A second important issue is that the spatial pattern of individual findings can be of
importance: several potential malignant masses close together are more likely to be a group of cysts or lymph nodes. Ad-
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ditionally, in the noisy-OR model the set of findings is treated as a bag and the model does not facilitate simple addition
of spatial information. Lastly, each finding in an image is associated with one parameter in the model, assuming some
order, which in practice may be difficult.

In this chapter, we employ a CRF to integrate different sources of information from a mammographic exam and adopt
the model to accommodate posteriors from different classifiers trained on different classes. We subsequently provide a
method to generate labels for an exam (a collection of four images) using the output of different detectors and the output
of the model. Contrary to the work done by Burnside [31] and Velikova [282, 283], the model provides a general frame-
work by formulating every source of information as a potential function, allowing for easy adjustment if new sources of
information, such as additional patient covariates or other imaging modalities, become available and for potentials to be
trained discriminatively using popular models such as deep neural networks. Integration of information from multiple
detections is a common problem in CAD and we believe the system not only has application in mammography but can
also be used in other areas such as lung, retina and prostate CAD.

The rest of this chapter is organized as follows. In the following section, we will introduce the CRF model and the
main algorithms we employed. Section 7.3 will describe the application to mammography, followed by the experimental
setup and results in section 7.4. We will discuss the results in section 7.5 and will finish with a conclusion in section 7.6.

7.2 Markov Networks and Conditional Random Fields
Markov random fields (MRFs) are a type of probabilistic graphical model and the undirected counterpart of Bayesian
networks. Contrary to the latter, the edges between variables are undirected, which is typically more natural for problems
in image analysis and additionally allows one to model cyclic dependencies. MRFs, in their general form, model the
joint distribution P (Y) of some set of variables Y = (Y1, . . . , YM ), which typically represent classes of a classification
problem. These can be represented as a product of potential functions ψ(·) acting on subsets ξk(Y) of variables, where
ξk : Y 7→ Yk and Yk ⊆ Y:

P (Y|Θ) =
1

Z(Θ)

K∏
k=1

ψk(ξk(Y)) (7.1)

where Z(Θ) =
∑
Y P̃ (Y; Θ) a normalization constant known as the partition function. Two types of potentials are often

employed for image analysis problems: unary or singleton potentials acting on a single variable and binary or interaction
potentials that capture co-occurrence statistics between variables.

Without loss of generality, the potentials can be represented as an exponentiated linear combination of feature func-
tions φk(·) and model parameters θTk = (θ1, . . . , θM ):

ψk(ξk(Y)) = exp{θTφk(ξk(Y))}

resulting in a model that can be seen as a structured extension of logistic regression, where instead of a distribution over
a single output variable, a joint distribution over a set of variables is learned. The feature functions are often binary map-
pings but can take any form. Typical functions for segmentations problems in vision are designed to enforce consistency
among neighboring pixels, such as φ(yi, yj) = 1{yi = yj}, with 1{·} the binary indicator function and the y variables
representing pixels in the image.

The CRF model [161, 258], also sometimes referred to as a discriminative random field [159] is a specific type of
MRF that assumes every variable Yk in the model is conditioned on an input Xk. The main advantage in this setting is
that parameters in potentials can be trained discriminatively using models like deep CNNs, in which case Xk is an input
patch. This is advantageous if the underlying generative model is complex, but the class posterior relatively simple [159]
as in the case of images. Although similar, two computational problems are typically distinguished and are relevant for
our application: inference and learning.

7.2.1 Inference
Inference algorithms are divided into sampling based methods that use monte-carlo techniques to approximate the true
posterior and variational methods that give an exact solution to a tractable surrogate of the true distribution. Both directed
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and undirected models can be represented in the form of a factor graph [157]: bipartite graphs comprising variable and
factor nodes, expediting the generalization of inference algorithms.

A common inference problem is computing marginals: given a joint distribution P (Y) over a set of random variables
Y = {Ym}Mm=1, compute the distribution P (Ym) =

∑
Y¬m P (Y) over individual variable Ym. These values are needed

in our model to eventually generate image based labels. Marginals can simply be computed by summing out all other
variables in the distribution. However, the time complexity of this operation is exponential in the amount of variables in
the graph and therefore often not possible in practice for all but the smallest models.

Belief propagation [203, 292] is a type of variational inference introduced to efficiently compute marginals [292] and
reduces the complexity of the computation from exponential to linear in the amount of variables in the graph. It is phrased
as a recursive algorithm that sends messages between nodes in the graph about instantiations ym of a variable Ym. In the
case of a factor graph, two type of operations are performed: (1) a variable m to a factor k message:

µm→k(ym) =
∏

k′∈N(m)¬k

µk′→m(ym) (7.2)

where N(m)¬k generates the set of all factors containing variable m, excluding k
and (2) factor to variable message:

µk→m(ym) =
∑

y∈ξk(Y)¬Ym

ψk(ξk(Y))
∏

k′∈N(k)

µk′→m(ym) (7.3)

with againN(k) a neighborhood generating function, this time returning all variables in the neighborhood. This algorithm
will output refined scores for each variable in the model, that take into account any co-occurrence relations and all factors
in the model.

7.2.2 Learning
Maximum Likelihood Estimation (MLE) is the most commonly used technique to train PGMs. In the fully observed case,
the log-likelihood of parameters Θ conditioned on a dataset D = {Xn,Yn}Nn=1 under a CRF is given by:

log[L(Θ;D)] =
1

N

N∑
n=1

K∑
k=1

ψk(ξk(Yn))− log
[
Z(Θ;Xn)

]
(7.4)

where samples are assumed to be iid. Taking partial derivatives with respect to parameters in the model results in the
difference between what is referred to as the clamped and contrastive term:

clamped term︷ ︸︸ ︷
1

N

N∑
n=1

φk(ξk(Yn); θk)−

contrastive term︷ ︸︸ ︷∑
Y
p(Y|X; Θ)φk(ξk(Yn); θk) (7.5)

Since 1
N

∑N
n=1 φk(ξk(Yn)) = ED[φk(ξk(Yn))] the expectation of the feature in the data and

∑
Y p(Y|X; Θ)φk(ξk(Yn)) =

EΘ[φk(ξk(Yn))] the expectation of the model, this process is also referred to as moment matching. The CRFs loss func-
tion is convex, but has no closed form solution and hence iterative methods, in particular variations on Gradient Descent
are applied to get the optimal set of parameters.

The contrastive term in equation (7.5) is exponential in the number of variables K in the graph and due to the
dependence on the input in the CRFs formulation, needs to be performed for every training step, rendering learning slow
or intractable for large graphs with many edges. Several approximate learning methods [200] have been proposed.

7.2.3 Approximate learning
Popular approximate learning methods include Pseudo-Likelihood (PL) [18], Contrastive Divergence (CD) [118, 34, 287]
and piecewise training [259]. Pseudo-likelihood reduced the complexity to polynomial by assuming that all variables
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Figure 7.1: We propose to train a conditional random field (CRF) on top of the output of several mass and calcification
detection systems. The pipeline used for all mass potentials employs a candidate detector using five Gaussian derivative
based features, which are fed to a random forest (RF). The RF is then used to classify pixels and generate a likelihood
map of likely mass lesions. A non-maximum suppression is employed to generate local optima, around which patches
are extracted that are fed to several deep convolutional neural networks (CNN).

are observed during training. The likelihood is estimated by conditioning all variables on its observed neighbors and
subsequently taking an average:

P (Y|X; Θ) =

M∏
n=1

PPL(Yk|Y¬k,X; Θ) (7.6)

Since the normalization constant now depends on one variable only, the complexity reduces from exponential to linear in
the amount of variables in the graph.

7.3 Application to mammography
As mentioned in the introduction, there are two important markers for breast cancer in mammography: mass-like lesions
and calcifications and different systems are currently developed for each. However, the co-occurrence of these finding
should reinforce the suspiciousness of each individual finding. Additionally, there is symmetry and temporal information
that can be used as an additional cue for the class of mass findings [151]. To integrate these source of information
we work with two different systems a mass detection and calcification detection system, each buttressed by a separate
pipeline. For the mass detection system we train four different singleton potentials and add one singleton potential
from the calcification pipeline to the model. An interaction potential captures the co-occurrence relations between mass
findings and mass-calcification pairs.

7.3.1 Singleton Mass Potentials
Similar to many CAD pipelines, we employ a two-stage system with a candidate detection and classification step. All
images are processed by first segmenting the breast area and correcting for fall off at the edge of the breast using the
peripheral enhancement method proposed by [250]. We subsequently follow the pipeline described in Kooi et al. [153]
which we briefly summarize here. A candidate detector [142] is employed that makes use of five features based on first
and second order Gaussian kernels, two designed to spot the center of a focal mass and two looking for spiculation pat-
terns, characteristic of malignant lesions. A final feature indicates the size of optimal response in scale-space. A random
forest [24] is then trained on this feature set and used to classify the pixels to generate a likelihood image. We perform a
non-maximum suppression on these images to generate local optima, which are used as centers of mass candidate loca-
tions. This generates a set of mass variables YMASS , with every Y ∈ {0, 1}, i.e., normal or malignant. Cardinality |Y| is
typically in the order of 10-15. The region based pipeline is illustrated in figure 7.1.

For every mass candidate location, we train four separate unary potentials: a single patch CNN, a two-stream CNN
capturing symmetry, a two-stream CNN capturing temporal information and a location potential:

1. Single stream mass potential For the main singleton potential, we extract patches XP around each candidate
location, following the approach described in Kooi et al. [153]. This generates a single view potential function
ψSV (Y ) = log

[
P (Y |XP ; ΘSV )

]
.

2. Multi-stream symmetry potential When radiologists read mammograms, they often compare the left and right
breast for potential differences. To capture this in our model, we follow the approach described in [151]. Each can-
didate is mapped to a location in the contralateral image and two patches XP and XS are extracted, which are fed
as separate streams to a convolutional neural network. The network generates a posterior P (Y |XP ,XS ; ΘSYMM )
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Figure 7.2: Differences between the contralateral and previous mammograms can indicate the presence of a tumor. The
model this, we make use of two multi-stream deep CNNs, as presented in Kooi et al. [151]. Patches are extracted around
local optima generated by the pipeline described in figure 7.1. These locations are mapped to the contralateral and prior
mammogram and fed as separate streams to a two-stream symmetry and two-stream temporal network, trained to classify
the top patch. This generates a symmetry and temporal potential, which are used in the CRF.

and corresponding potential ψSYMM (Y ) = log
[
P (Y |XP ,XS ; ΘSYMM )

]
. An illustration of this network is

provided in figure 7.2.

3. Multi-stream temporal potential In a similar way, radiologists also compare the current image to prior exams.
To model this, we again follow the approach described in Kooi et al. [151]. Similar to the symmetry potential,
locations are mapped to the prior exam to generate patch pairs {XP ,XT }. We subsequently train a deep CNN
P (Y |XP ,XT ; ΘTEMP ) to generate a potential ψTEMP (Y ) = log

[
P (Y |XP ,XT ; ΘTEMP )

]
.

4. Location potential Cancer is more likely to occur in some areas of the breast and therefore location is a feature
that needs to be taken into account. Since we train the CNN on patches, location is not explicitly represented in
the model. To capture this in the CRF, we train a classifier P (Y |xl; Θl) on a feature vector xl of relative location
features based on the location of the nipple and the chest wall to generate a potential ψL(Y ) = log

[
p(Y |xl; Θl)

]
.

The set of features is described in more detail in Kooi et al. [153].

7.3.2 Singleton Calcification Potential
For the calcification pipeline, we generally follow the system described in Mordang et al. [190] which comprises of three
main steps. Similar to the soft-tissue pipeline, a pixel classifier is trained on and applied to each mammogram to obtain
candidates, individual calcifications in this case. This is followed by a second step where calcifications are segmented
with a connected-component analysis. Calcification candidates with a distance less than or equal to 10 mm to another
potential site are clustered together to form groups [25]. A set of features based on shape, the likelihood output by the
candidate detector, topology, texture and vesselness [281, 25, 191] is subsequently extracted from each cluster and a clas-
sifier is trained on this set of features. A final false-positive reduction step is applied to filter out as many benign groups
as possible [191]. This gives us a set YMC of around three to five calcification findings per image, with an associated
potential function ψMC(Y ).

A simple way to combine these systems is to add an additional feature to the final layer of the CNN or set region
features from the calcification system, that captures the posterior of other regions in the image. However, reasoning is
often an iterative procedure and simply adding features does not capture this. We therefore propose to add an interaction
potential to the CRF that captures co-occurrences between findings.

7.3.3 Interaction potential
To summarize: an image contains two different types of variables, mass and calcification candidates, each detected by a
different system. In the end, we want to learn a posterior distribution P (Y|X ,Θ) over all variables Y = (YMASS ,YMC),
where X denotes the set of all input features or patches. To make modeling easier, we combine the output of the mass and
calcification detection into one unary potential ψ(Yk). To do this, we considered two approaches: (1) conflate the classes
into normal and malignant (either mass or calcification) (2) transform the output to a three class problem of normal,
malignant mass and malignant calcification classes. In the first setting, learning and inference are more efficient, but this

72



CHAPTER 7. AN INTEGRATIVE PROBABILISTIC FRAMEWORK FOR COMPUTER AIDED DETECTION OF
BREAST CANCER IN MAMMOGRAPHY

(a) (b)

Figure 7.3: We present a method to model interactions between findings output by a mass and calcification detector,
using a Conditional Random Field (CRF) and to generate labels at exam level that incorporate temporal and symmetry
information.
(a) Schematic illustration of a breast with two mass findings (red circles) findings and one calcification (blue circle)
finding. (b) The resulting factor graph, where circles indicate variables and squares factors. Each mass finding variable
is governed by three factors, a single view CNN, a symmetry CNN and a temporal CNN. The calcification variable
is governed by a single potential. The black squares denote an interaction potential that models the co-occurrence of
different mass findings and masses and calcifications in a single images.

reduces the amount of information that can be captured. For instance, co-occurrence of mass and calcification candidates
can not be captured this way. We therefore opt for the second approach and generate a new singleton potential according
to:

ψ(Yk) =

{
(ψMASS(Y == 0), ψMASS(Y == 1), 0) if Y ∈ YMASS

(ψMC(Y == 0), 0, ψMC(Y == 1))) if Y ∈ YMC

(7.7)

This allows us to define an interaction potential between findings i and j in the set P of all pairs, for which we propose
the following:

ψI(Yi, Yj) =

θ1 θ2 θ3

θ2 θ4 θ5

θ3 θ5 θ6

 (7.8)

i.e., a Potts model, where parameters 1{Y1 = 1, Y2 = 0} and 1{Y1 = 0, Y2 = 1}, etc. are shared. Since the system is
overdetermined, θ1 is clamped to 0.

7.3.4 Edge construction

An advantage of the CRF is that it provides a way to inject task specific knowledge. In this spirit, we model the following
domain knowledge: (1) benign findings such as cysts resemble malignant masses and often occur in pairs. Apart from
multi-focal lesions, there are rarely multiple malignant masses in an image. When multiple potential masses are found at
a distance larger than one would expect the distance of two foci of a multi focal mass to be apart, they are more likely
to be benign and (2) malignant soft tissue lesions and calcifications often occur together, if two suspicious locations are
found, they reinforce each other, in particular when they occur in the same segment of the breast. To capture this, we
construct edges in the following way:

1. If soft tissue lesion are at a distance larger than 2.5 cm and closer than 6 cm an edge is formed. This way, multiple
findings in multi-focal lesions are not connected and findings far away are treated as independent.

2. If soft tissue lesion findings and calcification findings are closer than 3 cm we construct an edge.

An illustration of a mammogram with two mass and one calcification findings and the corresponding factor graphs are
depicted in figure 7.3.
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7.3.5 Final model
When combined, this gives us the following model:

log
[
P (Y|X ; Θ)

]
=∑

Y ∈YMass

θSV ψSV (Y ) + θSYMMψSYMM (Y ) + θTEMPψTEMP (Y )+

∑
Y ∈YMcalc

ψMC(Y ) +
∑

(i,j)∈P

ψI(Yi, Yj)− log
[
Z(X ; Θ)

] (7.9)

where X denotes the set of all inputs (potential mass patches, calcification feature vectors and location feature vectors)
and θSV , θSYMM and θTEMP mixing coefficients between singleton potentials.

7.3.6 Aggregating labels
To fully automate the screening process, we need a system that can generate a label for every exam and not simply a
vector of labels for all findings output by all individual systems in every image. As a ground truth, an exam is positive if
any of the images contains a malignant mass or calcification. Logically this translates to either the OR or MAX rule, i.e.,
Ycase = {Y1 ∨ Y2 ∨ . . .∨ YK} or Ycase = max{Y1, Y2, . . . , YK}, which are equivalent for binary labels. However, when
employing the OR rule to continuous outputs, the same problem with the noisy-OR model, stipulated in the introduction
occurs: the more candidates are found the higher the score of the exam. The MAX rule, on the other hand, requires
calibrated classifiers. If the output of the mass and calcification models are not on the same scale, the exam based score
can be dominated by one of the two, resulting in poor performance. To prevent this, we first calibrate the classifiers before
feeding the posteriors to the CRF.

A classifier is said to be well-calibrated if the empirical class membership converges to the output of the classifier.
Intuitively, this means that from all samples where the model assigns a score of 0.8, 80% of these should belong to the
positive class [296]. Unfortunately, this does not hold in general and tree based methods such as random forests are known
to be especially poorly calibrated. In the past decades, several calibration methods have been suggested. Platt scaling
[206] is a commonly used method that essentially uses a logistic regression to recalibrate a model. Isotonic regression
[296] is a (restricted) non-parametric method that, contrary to Platt scaling, does not make assumptions about the shape
of the reliability graph except that it monotonically increases. It is therefore more widely applicable, but needs more data
to get a good fit.

7.4 Experiments

7.4.1 Data
Our data was provided by a screening program in The Netherlands (screening mid-west). All mammograms are recorded
using Hologic Selenia devices at an original resolution of 70 micron. For the CNNs, the images were downscaled to
200 micron. Train, validation and test data were split on a patient level to prevent any bias. All normal training data
was extracted from normal cases that had a normal screening as follow-up to confirm normality. If a prior has malignant
findings that were annotated in hindsight, this is treated as a positive. A mass finding was considered positive if the center
is within 1 cm from an annotated contour. For the calcifications, a cluster is considered positive if two or more individual
calcifications lie within the annotated contour. In the test set 2649 exams had a prior and in the training set this was 8360.
An overview of the data is provided in table 7.1.

7.4.2 Training Settings
Since the CRF is trained on top of a very large pipeline, we employ stage-wise training. The mixing coefficients between
singleton mass potentials are first estimated, followed by the calibration and lastly the interaction potential. Below are
details of each individual model
Candidate detector, calcification detection, location potential We made use of a random forest (RF) [24] to generate
the mass candidates and the mapping in the calcification and location potential. Trees in the RF were grown using the
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Table 7.1: Number of exams used for training, validation and testing in the format. The data was collected from a large
screening program in the Netherlands. All tumors are biopsy proven and were annotated under the supervision of an
experienced radiologist. The data was split on a patient level so that two images of the same patient are never in both the
train and test set. About 76% of exams had a prior, which amounts to 8360 in the train+validation set and 2649 in the test
set.

Training Validation Test
Normal 10372 2593 3004

Total malignant 534 133 312
Malignant masses 436 91 209

Malignant calcifications 230 85 139
Malignant mass + calcification 61 15 36

Gini criterion for splitting and in all situations we used 2000 estimators and the square root heuristic for the maximum
number of features. The maximum depth was cross-validated using 8 folds. Data was balanced by drawing bootstrap
samples with an equal class ratio. The systems are trained using at most the ten most suspicious lesions per image found
by the candidate detector. During testing no such threshold is applied to obtain highest possible sensitivity.

Deep CNNs For all CNNs we employ VGG-like models [246], similar to the ones described in Kooi et al. [153, 149,
151], which were implemented in TensorFlow [1]. For all models, we used 5 convolutional layers with {16, 16, 32, 32, 64}
kernels of size 3 × 3 in all layers. We used ’valid’ convolutions with a stride of 1 in all settings. Max pooling of 2 × 2
was used using a stride of 1 in all but the final convolutional layer. Two fully connected layers of 512 each were added.
Weights were initialized using the MSRA weight filler [113], with weights sampled from a truncated normal, all biases
were initialized to 0.001. We employed ELU’s [49] as transfer functions in all layers. Learning rate, dropout rate and L2
norm coefficient were optimized per architecture. All other hyper parameters of all models were optimized on a separate
validation set using random search [15].

To account for the large class imbalance, which is typically in the order of 1/10000, we generate two separate datasets:
one set of normals and one set of malignant masses. The negative samples are read from disk chunk by chunk and all
positive samples are read into host RAM at the start of training. During an epoch, we cycle through all negative samples
and in each minibatch take a random selection of an equal amount of positives, which are subsequently fed to GPU where
gradients are computed and updated. This way, all negative samples are presented in each epoch and the class balance is
maintained. We trained and optimized each configuration for roughly four weeks a Titan X 12 GB GPU.

CRF The CRF was implemented using a combination of Matlab and C++ and used the inference algorithms from
libDAI [187]. Using a highly optimized implementation with multi-threading the model took several days to train on an
IntelI7. We trained the model with SGD with a learning rate of 0.0001 and a momentum term with weighting factor 0.9
and an L2 norm with weight 0.005. Since the CRF’s loss function is convex, we did not tune the learning rate except
to prevent oscillations (i.e., taking a learning rate sufficiently small to converge). The L2 norm weight was optimized
on the validation set. During test time, we applied loopy BP without damping, since the algorithm typically converged
after several iterations. We have experimented with Gibbs sampling and mean field variational inference but did not see
large differences in performance. We are currently working on a Python version that will be made open-source as soon
as possible.

Calibration methods The parameters of the Platt scaling were computing using L-BFGS and no regularization (since
input space is one-dimensional). We cross-validated the bin size for the isotonic regression and used the pair adjacency vi-
olator (PAV) algorithm to compute the mapping. To handle class imbalance, we employed a weight inversely proportional
to the class ratio when using Platt scaling and subsampled the data when using isotonic regression.

7.4.3 Results
Considering how temporal information is used, we present all results as exam (i.e., a collection of CC/MLO pairs of
each breast) based curves. We first investigate the effect of the calibration methods described in section 7.3.6 to set a
fair baseline. On the level of individual candidates (the mass detection pipeline outputs roughly 8 and the calcification
pipeline roughly 4 per image), the single channel network gave an AUC of 0.89 and calcification detector AUC of 0.901.
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Figure 7.4: To generate labels for an exam, we combine the output of a mass and calcification detection system, for which
we propose to take the maximum of all scores from all candidates. In practice, however, the output of a classifier is not
scaled in such a way that it can be interpreted as a probability and therefore, when taking the labels as the maximum
of two models, one could dominate the final label. To prevent this, we evaluate two scaling methods: Platt scaling and
isotonic regression. For a more detailed description see section 7.3.6.

Figure 7.4 shows the exam based ROC curves of three methods described in section 7.3.6. Using the max rule without
any calibration, we obtain an exam based AUC of 0.66 with 95% confidence interval [0.632, 0.692], using Platt scaling,
the exam based AUC is 0.690 with 95% confidence interval [0.660, 0.720] and using isotonic regression, we obtained an
AUC of 0.633 with 95% ci of [0.601, 0.664]. Given the superior performance of Platt scaling, all further results use this
calibration method. Confidence intervals are computed using bootstrapping with 5000 samples.

We subsequently added each potential to the single channel baseline to finally get the model defined in equation
(7.9). The location based potential obtained an AUC of 0.78 on a candidate level, the temporal potential an AUC of
0.90 and the symmetry potential an AUC of 0.91. Figure 7.5 shows the exam based ROCs of the model using only the
single channel and microcalcification potential (S), the single channel, location and microcalcification potential (S + L),
the single channel, location, temporal and calcification potential (S + L + T), the single channel, location, temporal and
symmetry potential (S + L + T + S) and the full model (FULL). The single channel potential combined with the location
potential obtained an AUC of 0.706 with 95% confidence interval [0.674, 0.736], when the temporal potential was added,
the AUC went up to 0.737 with 95% confidence interval [0.705, 0.768], when adding the symmetry potential, the exam
based AUC was 0.752 with 95% confidence interval [0.721, 0.782] and the full model obtained and AUC of 0.755 with
95% confidence interval [0.723, 0.785]. Confidence intervals were generated using bootstrapping, with 5000 samples.
Examples of inference as a result of the interaction potential are provided in figures 7.6(a) and 7.6(b).

7.5 Discussion
The curves shown in figure 7.4 indicate that using isotonic regression actually decreases performance. During testing, we
could see the model overfits, in spite of the cross-validation employed and saw the AUC on the training set increase but
the AUC on test set decrease. Additionally, although it is a de-facto non-parametric method, the output of the classifier
still needs to be discretized and therefore the bin size is a dial that needs to be tuned. Since Platt scaling is a parametric
method, it is less prone to overfitting and we found it easier to train. Handling class imbalance is another challenge. Since
employing class weights when using isotonic regression is complicated, we have chosen to subsample the data which,
due to the limited amount of malignant samples, gives a very small training set.

From the results provided in figure 7.5, we can see a clear increase from using only the baseline (S) to using the
full model (FULL). Although the single channel, temporal and symmetry potential are correlated, since all of the models
contain the patch under evaluation, their combination still yields an improvement. In general the performance of the inter-
action potential is disappointing, since we can see no clear difference in AUC when this is added. Although the potential
does what it is designed to do and weights converge to values that make sense intuitively, the added benefit of this in
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Figure 7.5: Exam based ROCs obtained after adding the potentials described in section 7.3 one by one. S refers using
on the potential trained on a single patch, S + L the combination of the single channel and location potential, S + L +
T the combination of the single channel, location and temporal information, S + T + L + S the addition of symmetry
information and FULL the final model described in (7.9).

(a) Before inference with the CRF (b) After inference with the CRF

(c) Before inference with the CRF (d) After inference with the CRF

Figure 7.6: Illustration of findings in an image with their scores output by the detectors before (a), (c) and after (b),
(d) inference by the CRF. The first row shows an example of an image that becomes more suspicious as a whole after
reasoning about different findings, the second row shows an image that becomes less suspicious after inference.
Blue vertices represent soft tissue lesion candidates and red vertices microcalcification candidates. Solid vertices represent
true positives.
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comparison to local analysis is marginal, when evaluated at exam level. We suspect part of the reason for why the effect
is small, is that in images where calcifications are present, these are often inside the patch that is used by the mass based
CNN and the network already learns to associate calcifications with a higher risk. Even though the data is downscaled to
200 micron for the CNN pipeline and calcifications are typically difficult to see for humans at the resolution, the network
may still find elements of these abnormalities. One of the parameters in the interaction potential learns several malignant
findings close to each other are more likely to be normal. Even though we can see this effect in our validation and test
set, the net effect it has on the exam based performance is minimal unfortunately. We suspect that when more training
and test data becomes available, the interaction potential can have a more substantial effect.

In our model, we made use of three classes: normal, malignant mass and malignant calcification. However, more
refined labels could be employed. For instance, as mentioned in the introduction, cysts are a common source of false
positives and methods have been proposed to efficiently differentiate these from malignant masses [155]. By phrasing the
mass classification as a three class problem, more detailed co-occurrence relations could be captured.

Geras et al. [97] also proposed a system that detects tumors in mammography that works on exams instead of regions
of interest. To this end, they proposed a multi-stream CNN where all images are fed as a whole to the system. The
system is not evaluated using biopsies as a reference and (F)ROC curves, but based on BIRADs categories and therefore
results are difficult to compare with the method presented here and other mammography CAD papers. As we argued in
the introduction, most of the task relevant information is in and around a patch centered at a potential tumor and therefore
employing candidate detectors may be a more effective strategy.

An important design choice in a combination of systems is the point of fusion. For the classification of masses, we
have made use of three unary CNN based potentials: (1) a CNN trained on a single (primary) patch (2) a CNN trained on
both the primary and contra-lateral patch and (3) a CNN trained on the primary patch and a patch taken from the previous
mammogram. Several other strategies could have been employed. As argued in Kooi et al. [151], all patches could be fed
to a network simultaneously. This way, the model can potentially learn higher order interactions between all variables in
the last fully connected layers. However, missing data can be an issue in this setting. In Kooi et al. [151] it was stipulated
that for many temporal samples no prior is available. When no temporal samples are available, the potential can simply
be set to ψ(yk) = (1, 1), log[ψ(yk)] = (0, 0), when employing the CRF described in this work. Similar principles apply
to the addition of location information. In Kooi et al. [153], location features were added to the last fully connected
layer and the system was retrained completely. In general, location information is available, but the training procedure
becomes more complex again.

For the microcalcification pipeline, we have made use of a state-of-the art system, but this only takes into account the
image that is being classified. Similar to the mass pipeline, more potential functions could be employed. Calcifications
are often associated with ductal carcinoma in situ and can appear in a prior mammogram, but disappear in the current. By
adding a temporal potential for the calcifications as well, this process could be modeled. Since the goal of this chapter is
to present a fusion framework and no previous work has been published that investigates this, employing this is beyond
the scope of this chapter.

When reading images, radiologists look at both the CC and MLO views for signs of cancer and need to reason about
the image formation process and surrounding tissue, if something is only visible in one of the two views. Samulski et
al. [227] presented a system that correlates candidate locations in the two standard views and uses several handcrafted
features operating on the concatenation of the two regions. A similar approach to the symmetry and temporal networks
used in this chapter and Kooi et. al [151] could be used to combine these two views, which could also be added as a
potential function in the CRF model. Due to time constraints this was left to future work.

7.6 Conclusion

In this chapter, we employed a conditional random field (CRF) to integrate different sources of information from a
mammographic exam and adopted the model to accommodate posteriors from different classifiers trained on different
classes. We show that the model improves upon two state-of-the art mass and calcification detection systems that make use
of only local information. We provided a method to determine exam based labels and evaluated two calibration methods
to first scale the classifiers such that they represent accurate probabilities. The model provides a general framework
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by formulating every source of information as a potential function, allowing for easy adjustment if new sources, such as
additional patient covariates or other imaging modalities become available and for potentials to be trained discriminatively
using popular models such as deep neural networks. Integration of information from multiple detections is a common
problem in CAD and we believe the system not only has application in mammography but can also be used in other areas
such as lung, retina and prostate CAD.
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Chapter 8

Summary

Breast cancer is one of the most common types of cancer in the general population and most common cancer in women.
In spite of advances in treatment it is still a leading cause of cancer death. Early detection has been shown to signifi-
cantly improve chances of survival and therefore screening, where asymptomatic women in high risk subpopulations are
invited for annual or biennial breast exams, is being performed in many countries. These programs generate an enormous
amount of data which have to be read by trained experts, often a time consuming and error prone process. To mitigate
this, computer aided detection and diagnosis (CAD) systems are being developed to aid and ultimately replace human
readers of various medical images.

Until about 2010, most algorithms for image analysis tasks such as detection and segmentation were based on man-
ually defined features: elements of the image engineers or medical professionals think are the most important. This
changed with the introduction of deep learning: machine learning techniques that can learn which elements of a problem
are important by providing a model with lots of raw data. These algorithms were initially applied to natural images and
were received with skepticism in the medical image analysis community. The work in this thesis presents several new
(deep) machine learning algorithms and frameworks for the detection of mass-like lesions in mammography and illus-
trates their power and potential for medical applications.

The first chapter provides an introduction to deep learning, background in training these models and their most impor-
tant applications in medical image analysis and breast imaging. In chapter 2, a simple deep convolutional neural network
(CNN) is compared to a state-of-the art CAD system and shown to outperform this system. The system relies on a can-
didate detector that pinpoints suspicious sites in an image, patches are extracted around these locations and presented to
the CNN. An important part of the system is the data augmentation strategy we designed: patches are transformed to
represent as many sources of variation that the system can encounter on test data, yet do not alter the class variable. This
chapter illustrates the potential of deep neural networks in medical image analysis; with minimal engineering effort, state-
of-the art performance can be obtained. The model is subsequently combined with several sets of traditional features,
some of which convey information that is not fully captured by the CNN, such as the location or context of a potential
malignant mass. The CNN is compared to a set of human readers and it was shown there is no significant difference in
their performance.

Chapter 3 presents a feature based method to discriminate cysts from solid lesions in diagnostic mammography, that
we developed before our work on deep neural networks. We analyzed sources of variation in the data, some of these are
relevant for the classification problem and some only make learning more difficult. One of these nuisance factors is the
amount of tissue surrounding a lesion. By developing two features that are invariant to this, the system is not presented
with unnecessary information and the performance increases. In chapter 4, the same problem is tackled using a deep
neural network. Rather than using features that are invariant, the dataset is transformed using data augmentation methods
that simulate different amounts of occluding tissue. Next to each other, these chapters illustrate the shift in engineer-
ing effort that deep learning systems require: rather than spending time on developing features invariant to unnecessary
information, the dataset is augmented with these sources of variation and the model is expected to learn an invariant
representation from data.

Since medical images are typically too large to present to a network as a whole, models often work on patches, small
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subregions of the image that readers of images or an automated system thinks are most suspicious. In the second chapter,
we showed that a candidate detector can be used effectively to pinpoint these regions. Using such a system however,
ignores any context information. Important sources of context in mammography are differences between left and right
breast and temporal change: if the image under inspection has structures that are not in the contra lateral image or the
prior, this can indicate the presence of a malignancy. Additionally, other markers for cancer such as calcifications are not
explicitly modeled in the CNN. Chapters 5 and 6 presented methods to model this type of information.

In chapter 5, an algorithm for the detection of differences between left and right breast and temporal change is pre-
sented. Each patch used in the original CNN is mapped to a location in either the contra later or prior mammogram using
a simple coordinate system of the breast. These two patches are subsequently fed to a multi stream CNN that learns if
there are differences. We show that adding symmetry information can improve performance, but still find only marginal
gains for temporal data and suspect better performance can be obtained when more data becomes available.

Chapter 6 presents a general framework to merge all the above mentioned methods into a system working on exams.
The framework is based on a conditional random field, a statistical model that can be seen as an extension of a logistic
regression to arbitrary sized inputs and outputs. The model learns co-occurrence relations between different mass findings
and between mass and microcalcification findings. Additionally, several calibration methods to properly merge the sys-
tems are presented. We show that by combining symmetry, temporal, location and interaction information, a substantial
improvement can be obtained upon the single patch system.
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Chapter 9

General discussion

The ’godfather’ of deep learning, Geoffrey Hinton, one of the most influential machine learning researchers of the past
several decades, was recently asked what he thinks is the next big thing in deep learning. He replied:

Let me start by just saying a few things that seem obvious. I think if you work as a radiologist, you’re like
the coyote that’s already over the edge of the cliff, but hasn’t yet looked down so it doesn’t realize there is
no ground underneath him. People should stop training radiologists now, it is just completely obvious that
within 5 years, deep learning is going to do better than radiologists, because it is going to be able to get a
lot more experience. It may be 10 years, but we have plenty of radiologists already. I said this in a hospital
and it didn’t go down so well.

Unfortunately, Hinton has not worked directly in radiology and seems to have only a vague idea of a radiologist’s daily
activities, though it does serve as a nice provocative statement and start of a discussion. For as far as I can see, it
does contain elements of truth: many sub-tasks, in particular image reading, could be automated in the next (several)
decade(s) and deep learning algorithms will likely play a key role. Other more high level tasks may follow in the decades
after that and it is not unthinkable that somewhere in the future, large portions of a doctor’s task may be replaced by a
machine. Concern and excitement about artificial intelligence and potential replacement of (subtasks of) jobs in general
is somewhat of a hot topic the past several years, especially since the introduction of efficient deep learning algorithms.
At the moment there are roughly two streams:

1. People who point towards a major imminent shift in the job market [183], but are less worried about the general
threat of AI. Frey and Osborne [87] provide a rigorous examination of future job prospects based on three com-
puterization bottlenecks: creativity, social intelligence and perception and manipulation and conclude that nearly
half of all jobs are at risk. Given recent advances in deep learning, people in the latter category may not be so
safe anymore. In a recent survey, Grace and colleagues from Oxford [104] asked AI experts when and which jobs
would be automated. ‘AI researcher’ turned out to be the last job AI researchers expected to be replaced. In these
studies, algorithmic automation of white collar workers is often compared to the industrial revolution, where many
blue collar workers were replaced by machines. The medical profession was still considered relatively safe.

2. People such as Nick Bostrom, whose ideas were popularized by Elon Musk and others who worry about the
existence of our species [23] and safety of AI. To many people not directly involved in research on existential risk,
this seems totally far fetched and like a scenario from a science fiction film, but serious institutes and researchers
are spending time worrying about this. Oxford has a special department, called the Future of Humanity Institute
1 dedicated to existential risk problems and a similar institute backed by several MIT professors 2 was founded in
Boston. The machine intelligence research institute 3 has a team of researchers dedicated to coming up with safe
ways to harness AI. An open letter 4, signed by most prominent researchers in the field called for maximizing social
benefit of AI and had an attached list of research priorities. The main argument researchers make about why we
should worry now, is that humans often tend to make linear predictions about the future, but progress is exponential
and it is therefore very difficult to estimate the impact AI will have in the -all but- near future.

1https://www.fhi.ox.ac.uk/
2https://futureoflife.org
3https://intelligence.org/about/
4https://futureoflife.org/ai-open-letter/
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Rather than worrying, I think there is enough reason to be excited. When used safely, AI can really improve many peo-
ple’s lives. As computers take over subtasks, jobs will become more creative and working hours fewer, leaving more time
to enjoy life. Doctors are generally intelligent and if automated systems were to replace parts of their activities, they could
easily be retrained to spend a larger portion of their time on creative and research based work. For professions in general,
more time may need to be spent on training and educating people to adjust as quickly as possible to new technology.
During this project I experienced the rapid change in technology first hand. Although already widely applied in natural
image analysis, deep learning was not accepted as a breakthrough technology in medical image analysis when I started
this PhD and I consequently worked with a traditional system during the first year and a half. Subsequently, we had to
make a switch and rapidly pick up new skills. Even during the development of DL algorithms, new and more efficient
software and hardware started to emerge and code needed to be adapted many times over.

In my view, it is clear that deep learning technology brought about a paradigm shift in CAD research and transformed
it from a ‘very technical medical problem’ to a ’machine learning problem’ not requiring much medical knowledge. An
illustrative example of this shift is the diabetic retinopathy challenge that was hosted by Kaggle 5. Kaggle is an online
platform where problems are posted in the form of challenges, by companies interested in having the problem solved.
The winner is awarded a large sum of money and needs to make the approach and source code available. The diabetic
retinopathy challenge revolved around the classification of stages of the disease from color fundus images. The winner,
Ben Graham was a smart and well respected theoretical statistician, but had no previous exposure to the problem or med-
ical imaging in general.

Notwithstanding limitations plain classification models have in comparison to human cognition and higher level tasks
in radiology and medicine, I think no new technology needs to be developed to largely automate image reading and
interpretation. Many problems revolve around image in-label out settings that can be solved by current technology: dis-
criminative deep neural networks trained on large amounts of data. Although complaints about the limited amount of
data in the medical domain are rife, for mammography this is definitely not the case. Some estimate roughly 100 million
mammograms a year worldwide are recorded [141]. Actually automating image reading may be more of an organiza-
tional problem then a technical one: companies like Facebook and Google Deepmind have hundreds of the world top
AI experts and software engineers in service but do not have access to the data yet. Hospitals or other institutes that do
have large troves of data are unable to share it and do not have the budget or interest to hire AI experts like the big tech
companies do. Though public datasets are slowly starting to emerge and excellent alternatives such as Kaggle challenges,
the grand challenges hosted by DIAG, the DREAM challenges and Stanford’s recently announced ‘medical Imagenet’
are appearing, few specialized AI groups are still working on medical problems.

Given their success in a wide range of AI problems, deep neural networks are recognized as the most powerful tool
AI researchers currently have at their disposal. However, there remain a few shortcomings that limit their application and
training efficiency.

9.1 Limitations of deep neural networks
Limitations can largely be divided into two categories: limitations in training data efficiency and the ‘black box’ nature of
the models. Taking into account the current speed of development, some of the below mentioned limitations may already
be solved by the time this thesis is printed.

9.1.1 One-shot and zero-shot learning
In terms of training efficiency, humans are still far superior to deep learning techniques. When humans see an object
for the first time, we can generally recognize the object weeks if not years later under most lighting conditions and from
most angles. Deep convolutional neural networks are currently trained by showing an image of an object and many of
its different possible 2D representations that we expect to see during testing (data augmentation). On top of this, many
different examples typically need to be provided before the network is able to recognize concepts. This is obviously not
how humans do object recognition. Figure 9.1 shows an example of a chair that most people have never seen before but
are likely to recognize as such, whereas deep neural networks will much harder time.

5www.kaggle.com
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Figure 9.1: Example of a chair that most people have never seen before but are likely to recognize as such. Deep neural
networks will have a much harder time (example taken from a talk by Max Welling).

Zero-shot learning[199] and one-shot [78] learning describe the ability of a machine learning system to learn to
classify concepts that were omitted from the training set (zero-shot) and from a single example of a concept (one-shot).
Several papers have also been published that derive deep neural network architectures with certain equivariant properties
[61, 50] that we can use in combination with prior knowledge about the problem to reduce the amount of examples we
need to present during training. Other more efficient training procedures that work with less data will likely be proposed.
Generative models that make use of large amounts of unannotated data could play a big role in this.

9.1.2 Transfer learning and domain adaptation

Virtually all pilots are trained in flight simulators before flying a real plane and for good reason: this has been shown
to improve their performance (and save expensive planes from crashing). In a similar spirit, people have been using
networks trained on other data (the source data) and fine tuned for the task they are interested in solving (the target). For
image analysis problems ImageNet is typically used to pre-train a model. The process of training a model to adapt to a
novel problem is divided into two types [101]:

1. Transfer learning: in this setting the input data of the source and target task follow the same distribution, but the
labels change. In a medical setting, this could entail the adaptation of a network trained to classify breast lesions
into their respective BIRADS category from a network trained on normal vs. malignant labels.

2. Domain adaptation: in this setting the distribution of the source and target data change, but labels remain the
same. This is also referred to as covariate shift adaptation [255] and can occur when, for instance, a network needs
to be adapted to data from an institution with a different scanner where images have different properties.

Of course, both can occur simultaneously. When a model is transfered to a related task, the performance on the source
task should improve as well. After all, if the flight simulator is designed properly, pilots will probably fly it better after
flying in actual planes for some time. Currently, this is not the case. Machine learning algorithms adapt poorly to
changing environments and once adapted, will likely perform the original task worse than after its original training. This
phenomenon referred to as catastrophic forgetting. Though some recent work provided a solution for the forgetting of
the first task [146], the performance on the first tasks does not increase after learning the second problem.
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9.1.3 Competence without comprehension
Evolutionary computing, neural networks and other nature inspired algorithms are beautiful because they can be used
to create machines that solve problems we do not know how to solve ourselves. However, this ‘competence without
comprehension’ [57] comes at a price: explaining to the end-user how a certain decision came about is a big problem and
will limit the application of current deep neural network architectures [66, 168]. Starting from 2018, the European union
(EU) will put laws in place that

[...] will restrict automated individual decision-making (that is, algorithms that make decisions based on
user level predictors) which “significantly affect” users. The law will also effectively create a “right to
explanation,” whereby a user can ask for an explanation of an algorithmic decision that was made about
them. [103]

These laws may have serious implications for commercial implementations of deep neural nets in health care, because
explaining why a neural net identifies a region in an image as cancerous, for instance, is not easy. Similarly, fintech
companies working on applications such as fraud detection are currently struggling to sell deep learning based systems,
due to laws that require companies to explain why a person or transactions was identified as fraudulent, that are already
in place in the US.

DARPA recently announced the explainable AI program (XAI) 6 dedicated to making models interpretable and other
groups are already experimenting with potential solutions. One such attempt is a model that, apart from a distribution
over possible labels, outputs a natural sentence that explains why the model derived the output [201]. Other interesting
ideas revolve around training a simpler, more explicable model with the output of the deep model. It turns out there is so
much information in these labels, that you can approximate a convolutional neural network quite accurately with a simple
model such as a logistic regression, that has more interpretable weights [117]. For models using raw signals as input this
will not solve much unfortunately. Proving that the natural sentence or human interpreting the weights in the logistic
regression is actually what the decision is based on is, of course, difficult. But then again, it may be just as difficult to
prove the equivalence of the factors we think we base our decisions on and those actually involved in the decision making
process. There is substantial evidence much of our decision making is subconscious. For instance, by showing a person
the word ‘apple’ several times before asking them if they want an apple or pear, they are more likely to choose the first,
though most people will make up a story about why they choose it.

9.1.4 Adversarial images
Somewhat related to the inexplicable ‘black box’ nature of deep neural networks as outlined above is the case of adver-
sarial examples. It turns out that deep neural networks are extremely brittle when it comes to signals that are generated
specifically to fool the model. By evaluating the output, the input can be changed in such a way that the network opti-
mally makes the ‘wrong’ decision, akin to how the parameters in the model are learned. This is particularly troublesome
in security applications. Identity theft can take place by generating fingerprints, irises or faces that resemble the target
person very accurately, according to the system in place. Figure 9.2 provides several examples of objects that were made
to look like an ostrich (to the network) by adding noise that is (nearly) imperceptible to humans.
Though security is less of a problem in medical image analysis, adversarial-like examples are present and can seriously

disturb a system. During the development of the methods described in this thesis, I have encountered numerous examples
of abnormal, but benign tissue that would never have been identified as malignant by a radiologist. These are, however,
not specifically designed to fool the network but just deviate so much from examples in the training data that they land
on the wrong side of the discriminant. For research projects this is not a major issue, but before clinical application as an
independent system can take place, these issues need to be resolved.

9.2 Limitations of the current system
All algorithms in this thesis were designed with the goal to ultimately automate the interpretation of screening mammo-
grams. Although results are promising and certain subproblems are more or less solved, there is still work that needs to
be done and several shortcomings of the current system can be identified. If a similar approach is followed, where regions
of interest are classified instead of whole images or cases, the following elements could be improved:

6https://www.darpa.mil/program/explainable-artificial-intelligence
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Figure 9.2: Example of adversarial images specifically designed to fool a neural network. Every left image is classified
correctly, the center image is the noise added to the image designed to make the network think the image is an ostrich.
(Source: Intriguing properties of neural networks - Szegedy et al. 2014 [261]).

• Temporal analysis: We know from reader studies that comparing current and prior exam results in a significant
increase in specificity of readers [267, 32, 280, 216, 291]. In chapters 5 and 6, we have added temporal information,
which gave minor improvements in performance, but were marginal in comparison to what one would expect from
these studies. Similarly, although an increase in performance was observed in earlier work using traditional features
[268, 269], this increase was not as great as one would expect given the results from reader studies.

• Calcification detection: The detection of calcifications remains a hard problem and the system used in this paper
does not operate at a human level yet. The problem is, in my view, substantially more difficult than classifying
soft tissue lesions because individual calcifications are small, whereas large windows are required for classifying
groups or clusters. Since the calcifications are small, (naively) downscaling the image is not an option.

• CC/MLO correlation: When reading images, radiologists look at both the CC and MLO views for signs of cancer
and need to reason if something is only visible in one of the two views. Samulski et al. [227] presented a system
that maps locations in the two views and uses several handcrafted features operating on the concatenation of the
two regions. A similar approach to the symmetry and temporal networks presented in chapter 5 of this thesis could
be used to combine these two views and could also be added as a potential function in the CRF model presented in
chapter 6.

• Context of the entire mammogram: Hupse et al. [125] defined several handcrafted features summarizing the
context in several regions of the breast. These features were added to the last fully connected layer of a simple
CNN and shown to improve performance. As discussed in 2.1.4, multistream network architectures are often
used to perform multi-scale image analysis. A similar approach that takes all the context of the mammogram into
account could be used in the current system. Elements such as breast density are known to be risk factors and could
be captured like this.

Estimating the potential contribution of each of these elements to improving the system is a complicated task though. In
the study presented in chapter 2, we compared the CNN to a set of expert readers that were asked to classify regions of
interest and showed the performance of our system is comparable to these readers on a patch level. We also showed that
when combining the scores of these readers, the performance significantly improves. Similar results were obtained by
Karssemeijer et al. [139] who combined the scores of twelve radiologist for whole cases and showed the performance
keeps increasing, but unfortunately no studies exist for all these individual factors.

Not all tasks can be learned from any type of data. For instance, we can not learn to discriminate red cars from
blue cars by only looking at gray scale images (if the dataset is unbiased). These types of reader studies are interesting
because they provide a lower bound on the maximum amount of information in the test set: even if we reach human
performance, an algorithm could still perform better. However, this does not mean this performance can be obtained
with any model and any training data. As I also argued in the introduction, there is enough reason to believe that the
goal of greatly outperforming human readers on most of these tasks is realistic and I think this is possible in the next 5
years. Other, more elegant and simple models that work directly on cases (collection of images) and bypass the whole
stage-wise approach presented in this thesis could be developed for this.
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9.3 Future directions

9.3.1 Reducing data scarcity
Medical data is far from scarce. However, well curated, annotated public data still are, unfortunately. The machine
learning community has been working on ways to alleviate the need for large datasets of finely annotated data for decades
and some methods have recently found their way to medical image analysis. Two main trends can be distinguished: (1)
methods that work with coarser annotations, thereby alleviating the burden to outline every finding or annotate every
sample in a dataset and (2) methods that stimulate sharing of medical data or facilitate training of models without explicit
sharing.

• Coarse annotations

– Semi-supervised learning
In the introduction, I described the commonly used distinction between supervised and unsupervised learn-
ing. In supervised learning, the parameters of a model are fit to a dataset D = {xn, yn}Nn=1 of input x and
output y examples. In the past several decades, many variations on these concepts have been explored. Semi-
supervised learning is one of these and refers to the concept where the parameters of the model are fit to two
datasets, labeled data DL = {xn, yn}Nn=1 and unlabeled data DU = {xn}Nn=1, where DL and DU are gener-
ally assumed to be sampled from the same data-generating function. A simple example of a semi-supervised
learning algorithm, is to use a clustering method to group data based on similar characteristics and assign
each group the most occurring label of the annotated samples in the particular group.

Using this concept, massive amounts of unannotated data can be used to improve the performance of learning
algorithms. Additionally, the concept could be used in an ‘online’ setting. Imagine a product running some
classifier on incoming, unannotated data. Each scan from every customer the system classifies is unlabeled,
but can be added to the training data to improve the performance of the system. Related to this concept is
active learning: a paradigm where algorithms query annotators for labels and try to get the optimal amount
of information out of the novel labels, thereby minimizing annotation effort.

– Weakly labeled data
In this thesis, I have worked with data that contained annotations in the form of contours around lesions
or microcalcifications in images. We can see this, somewhat ad-hoc, as an {image + contour-label}-in →
{image-label}-out setting, where the input is the training phase and output the prediction phase. Annotating
contours is time consuming and in our case unnecessary, since CNNs simply work with patches. Rough cen-
ters of lesions would, therefore, be sufficient input.

An even faster way to annotate data, would be to provide labels on an image level rather than for every finding
in the scan. This effectively removes information and is especially complicated when multiple diseases are
present in an image, but can reduce annotation time of large datasets. Working with annotations on an image,
rather than bounding box or contour level is referred to as weakly labeled learning. For clarity, this is different,
though closely related to the slightly more complicated task of multiple instance learning (MIL). Working
with weakly labeled data can be seen as an {image, image-label}-in→ {image-label}-out system and MIL
as an {image, image-label}-in→ {contour-label}-out system.

– Unstructured labels
The idea of working with weakly labeled images can be taken one step further by simply not using labels at
all anymore, but instead work with unstructured natural language labels provided by doctors. Whether this
removes or adds information is difficult to say: contours provide exact delineations and possibly the joint
knowledge of a radiology report and an experienced annotator. A full report may contain some additional
information not conveyed by the contour and also carry the sentiment of the radiologist. In any case, working
with this effectively renders the annotator unnecessary and systems learning from natural sentences could
save time and money.

Interesting studies would investigate the amount of data that is needed to obtain a certain performance with all
these types of annotations. This way, the benefits and cost of annotation can be carefully considered before starting
a new project.

• Data sharing

88



CHAPTER 9. GENERAL DISCUSSION

– Differential privacy and privacy preserving deep learning As mentioned above, a potential downside of deep
learning methods is that large troves of annotated training data are typically required to make the models work
properly. Institutions are reluctant or unable to share their data, some to maintain a competitive edge over
other institutes, but some also purely because of privacy laws. Even if data is shared and properly anonymized,
it could still reveal sensitive information. Although deep neural networks are difficult to interpret, there is ev-
idence that at least part of the training data can be traced back by something called a ‘model-inversion’ attack
[83], even if the attacker only has access to the model’s in- and output. This information can, for instance,
stem from overfitting, where the model memorizes part of the training data. This has been shown to expose a
patient’s identity in a genomics project [84].

Differential privacy [68, 133, 2] algorithms constitute methods that aggregate statistics about datasets, reveal-
ing as little information as possible about the identity of individual samples. Building on these concepts,
methods have been proposed [237] that distribute the training of deep neural networks and ensure privacy is
preserved. This way, deep neural networks can be trained on small datasets from individual institutions and
aggregated in a center controlling the training process, without actually sharing any data explicitly. This con-
cept is referred to as private-multiparty machine learning and had a dedicated workshop at a major machine
learning conference in 2016 7.

– Block chain technology Block chain technology, a revolutionary new technology blazoned as the internet of
the 21st century, lies at the foundation of the recently emerging cryptocurrencies such as Bitcoin and Ethereum
that are taking the world by storm, at the time of writing. It relies on an immutable and distributed ledger,
an electronic record of transactions, where new transactions are appended and shared with all copies of the
ledger that is owned by everyone and no-one. Hacking of medical data is rife and medical records sell for
sometimes orders of magnitude more than credit card details. Additionally, patients have little control over
their data.

Using block chain technology, electronic health records (EHR) go into a ledger and are safely transmitted
to other institutions 8. This way, patients will have more control over their data with improved security and
ease of access for research institutes. The MedRec system [7] is a prototype developed by the MIT media lab
relying on the Ethereum [33] block chain. The miners of the system are medical researches, who are rewarded
with data instead of digital currency. This technology is already implemented in the Bowhead system 9, which
analyzes blood and saliva samples that patients can sell anonymously and transmit through a blockchain to
research institutes.

9.3.2 Different types of CAD

• Multi-class CAD The work in this thesis made use of binary labels only: tumor or no tumor, but more can be
done. It is very straightforward to extend CNNs to perform multi-class classification and work with more detailed
labels such as malignant mass, asymmetry, architectural distortion, cyst, other normal tissue, etc. By providing
the exact label and not simply normal/malignant, the entropy decreases and this should lead to better performance
when trained properly.

• Multi-label CAD Multiple diseases can occur simultaneously in some images, but most CAD systems are cur-
rently designed to look for a single specific type of abnormality or one specific type of disease. As stipulated in
the introduction, mammography is almost exclusively used for the detection of breast cancer, but breast arterial
calcifications (BACs) can also be seen on mammograms and have been associated with heart disease. Hence, CAD
could be extended to analyze multiple types of abnormalities.

• Multi-modal CAD Though less common in screening, in a diagnostic setting different types of images of a patient
are typically recorded and it is likely that these images will be complementary to some extent. For instance, as
mentioned in the introduction, women in high risk populations for breast cancer will receive an additional MRI.
Since microcalcifications are not visible on MRI, but can be seen on a mammogram it makes sense to work towards

7https://pmpml.github.io/PMPML16/
8https://www.youtube.com/watch?v=GO9Q7i-IcA8
9https://bowheadhealth.com/
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a system that takes both into account and generates a single score for the entire structure. Combining only the out-
puts of different CNNs for the system will ignore any correlation between image values of the different modalities.

These general systems can go beyond images alone. In many settings, far more information about a patient is
available and all these covariates can be taken into account. AI methods for electronic health records are emerging
[228, 202] and are very exciting. These could be combined with information in images. Genomic test such as
the Oncotype DX and Mammaprint analyze a subset of genes associated with breast cancer and could be used in
conjunction with imaging data to make more accurate diagnosis. Blood tests have also been developed to diagnose
cancer. For instance, Thomas Wurdinger’s group developed a method that could diagnose the presence of localized
and metastasized tumors with 96% accuracy and the location of six different tumor types with 71% accuracy [19].

In the future, this can go much further and Internet of things (IoT)-like setting for health are likely to emerge.
Chips in the toilet can analyze stool and urine samples, chips under your skin analyze blood values 24/7, chips in
the sink or a tooth brush analyze saliva, other chips analyze sweat and breath. This data can be combined with data
from fitness trackers, smart phones and genetic information into a single system that provides food/exercise/sleep
recommendations at will and rings an alarm when anomalies are detected. If all this data is safely accumulated and
stored in a world wide health database, data science can make massive advancements. The ShenZhen based startup
ICarbonX 10 has the ambitious goal to merge all this information in a single system and similar efforts being made
at IBM Watson’s health department.

• Computer aided treatment planning Most machine learning done in radiology, opthalmology and pathology so
far revolves around assigning a label to an image or a set of pixels in the image. However, doctors are subjected
to more complex problems for which machine learning can also be used. Treatment planning is one of those. One
way to phrase this is in the form of a sequential optimization problem. A system receives observations of a patient,
which correspond to their internal states and actions the expert has to choose from, corresponding to admissible
treatment strategies. There can be uncertainty in the states of the patients, i.e., there is a stochastic process gov-
erning the observations given the states and there can also be uncertainty in the outcome of every administered
treatment. An algorithm can be used to provide the optimal action based on an observation and transition model.
These types of decision problems are know as Markov decision processes (MDP) when there is no uncertainty in
observations and partially observable Markov decision process (POMDP) when the underlying state is unobserved.

The parameters of the observation and transition model can also be learned from data. This type of learning is
known as reinforcement learning, which is another recently reinvigorated type of machine learning and is the key
ingredient to Deep Mind’s Atari game playing software [185] and AlphaGo [243], the system that recently beat
world champion Lee Se-Dol. No medical applications exist yet, but prototypes have been proposed based on
simulated data [73].

10https://www.icarbonx.com/
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